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3.11.1 The Development of Space Geodetic Methods

3.11.1.1 Introduction

Geodesy is the science of accurately measuring and understand-

ing three fundamental properties of the Earth: (1) its gravit-

ational field, (2) its geometric shape, and (3) its orientation in

space (Torge, 2001). In recent decades, the growing emphasis

has been on the time variation of these ‘three pillars of geodesy’

(Beutler et al., 2004), which has become possible owing to the

accuracy of new space-based geodetic methods and also owing

to a truly global reference system that only space geodesy can

realize (Altamimi et al., 2001, 2002). As each of these three

properties is connected by physical laws and is forced by natural

processes of scientific interest (Lambeck, 1988), thus, space

geodesy has become a highly interdisciplinary field, intersecting

with a vast array of geophysical disciplines, including tectonics,

Earth structure, seismology, oceanography, hydrology, atmo-

spheric physics, meteorology, and climate change. This richness

of diversity has provided the impetus to develop space geodesy

as a precise geophysical tool that can probe the Earth and its

interacting spheres in ways never before possible (Smith and

Turcotte, 1993).

Borrowing from the fields of navigation and radio astron-

omy and classical surveying, space geodetic methods were
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introduced in the early 1970s with the development of lunar

laser ranging (LLR), satellite laser ranging (SLR), and very long

baseline interferometry (VLBI) and soon to be followed by the

Global Positioning System (GPS) (Smith and Turcotte, 1993).

The near future promises other new space geodetic systems

similar to GPS, which can be more generally called Global

Navigation Satellite Systems (GNSSs). In recent years, the GPS

has become commonplace, serving a diversity of applications

from car navigation to surveying. Originally designed for few

meter-level positioning for military purposes, GPS is now rou-

tinely used in many areas of geophysics (Bilham, 1991; Dixon,

1991; Hager et al., 1991; Segall and Davis, 1997), for example,

to monitor the movement of the Earth’s surface between points

on different continents with millimeter-level precision, essen-

tially making it possible to observe plate tectonics as it happens.

The stringent requirementsof geophysics arepart of the reason

as towhyGPS has become as precise as it is today (Blewitt, 1993).

As will be described here, novel techniques have been developed

by researchers working in the field of geophysics and geodesy,

resulting in an improvement of GPS precision by four orders of

magnitude over the original design specifications. Owing to this

high level of precision and the relative ease of acquiringGPSdata,

GPS has revolutionized geophysics, aswell asmany other areas of

human endeavor (Minster et al., 2010).
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Whereas perhaps the general public may be more familiar

with the georeferencing applications of GPS, say, to locate a

vehicle on a map, this chapter introduces space geodetic

methods with a special focus on GPS as a high-precision geo-

detic technique and introduces the basic principles of geophys-

ical research applications that this capability enables. As an

example of the exacting nature ofmodernGPS geodesy, Figure 1

shows a geodetic GPS station of commonplace (but leading-

edge) design now in the western United States, installed for

purposes of measuring tectonic deformation across the bound-

ary between the North American and Pacific plates. This station

was installed in 1996 at Slide Mountain, Nevada, as part of the

BARGEN network (Bennett et al., 1998, 2003; Wernicke et al.,

2000). To mitigate the problem of very local, shallow surface

motions (Wyatt, 1982), this station has a deep brace Wyatt-type

monument design, by which the antenna is held fixed to the

Earth’s crust by four welded braces that are anchored �10 m

below the surface (and are decoupled by padded boreholes from

the surface). Tests have shown that suchmonuments exhibit less

environmentally caused displacement than those installed to a

(previously more common) depth of �2 m (Langbein et al.,

1995). Time series of daily coordinate estimates from such

sites indicate repeatability at the level of 1 mm horizontal, and

3 mm vertical, with a velocity uncertainty of 0.2 mm year�1

(Davis et al., 2003). This particular site detected �10 mm of

transient motion for 5 months in late 2003, concurrent with

unusually deep seismicity below Lake Tahoe that was likely

caused by intrusion of magma into the lower crust (Smith

et al., 2004).

 

3.11.1.2 The Limitations of Classical Surveying Methods

It is useful to consider the historical context of terrestrial sur-

veying at the dawn of modern space geodesy around 1970

(Bomford, 1971). Classical geodetic work of the highest

(�mm) precision was demonstrated in the 1970s for purposes

of measuring horizontal crustal strain over regional scales (e.g.,

Savage, 1983). However, the limitations of classical geodesy

discussed in the succeeding text implied that it was essentially

impossible to advance geodetic research on the global scale.
Figure 1 Permanent IGS station at Slide Mountain, Nevada, the United
States. Photo by Jean Dixon.
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Classical surveying methods were not truly three-dimen-

sional. This is because geodetic networks were distinctly sepa-

rated into horizontal networks and height networks, with poor

connections between them. Horizontal networks relied on the

measurement of angles (triangulation) and distances (trilatera-

tion) between physical points (or ‘benchmarks’) marked on

top of triangulation pillars, and vertical networks mainly

depended on spirit leveling between height benchmarks. In

principle, height networks could be loosely tied to horizontal

networks by collocation of measurement techniques at a subset

of benchmarks, together with geometric observations of verti-

cal angles. Practically, this was difficult to achieve, because of

the differing requirements on the respective networks. Hori-

zontal benchmarks could be separated further apart on hill

tops and peaks, but height benchmarks were more efficiently

surveyed along valleys wherever possible. Moreover, the mea-

surement of angles is not particularly precise and is subject to

significant systematic error, such as atmospheric refraction.

Fundamentally, however, the height measured with respect

to the gravitational field (by spirit leveling) is not the same

quantity as the geometric height, which is given relative to

some conventional ellipsoid (that in some average sense rep-

resents sea level). Thus, the horizontal and height coordinate

systems (often called a ‘2þ1’ system) could never be made

entirely consistent.

A troublesome aspect of terrestrial surveying methods was

that observations were necessarily made between benchmarks

that were relatively close to each other, typically between near-

est neighbors in a network. Because of this, terrestrial methods

suffered from increase in errors as the distance increased across

a network. Random errors would add together across a net-

work, growing as a random walk process, proportional to the

square root of distance.

Even worse, systematic errors in terrestrial methods (such as

errors correlated with elevation, temperature, latitude, etc.) can

grow approximately linearly with distance. For example, wave

propagation for classical surveying occurs entirely within the

troposphere, and thus, errors due to refraction increase with

the distance between stations. In contrast, no matter how far

apart the stations are, wave propagation for space geodetic

techniques occurs almost entirely in the approximate vacuum

of space and is only subject to refraction within �10 km opti-

cal thickness of the troposphere (and within the ionosphere in

the case of microwave techniques, although ionospheric refrac-

tion can be precisely calibrated by dual-frequency measure-

ments). Furthermore, by modeling the changing slant depth

through the troposphere (depending on the source position in

the sky), tropospheric delay can be accurately estimated as part

of the positioning solution.

There were other significant problems with terrestrial survey-

ing that limited its application to geophysical geodesy. One was

the requirement of interstation visibility, not onlywith respect to

intervening terrain but also with respect to the weather at the

time of observation. Furthermore, the precision and accuracy of

terrestrial surveying depended a lot on the skill and experience of

the surveyors making the measurements and the procedures

developed to mitigate systematic error while in the field (i.e.,

errors that could not readily be corrected after the fact).

Finally, the spatial extent of classical terrestrial surveying

was limited by the extent of continents. In practice, different
(2015), vol. 3, pp. 307-338 
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countries often adopted different conventions to define the

coordinates of their national networks. As a consequence,

each nation typically had a different reference system. More

importantly from a scientific viewpoint, connecting continen-

tal networks across the ocean was not feasible without the use

of satellites. So in the classical geodetic era, it was possible to

characterize the approximate shape of the Earth; however, the

study of the change of the Earth’s shape in time was for all

practical purposes out of the question.  
 
 
 
 
 

3.11.1.3 The Impact of Space Geodesy

Space geodetic techniques have since solved all the aforemen-

tioned problems of terrestrial surveying. Therefore, the impact

of space geodetic techniques can be summarized as follows (as

will be explained in detail later):

• They allow for true three-dimensional positioning.

• They allow for relative positioning that does not degrade

significantly with distance.

• They do not require interstation visibility and can tolerate a

broader range of weather conditions.

• The precision and accuracy are far superior and position

estimates are more reproducible and repeatable than for

terrestrial surveying, where for space geodesy, the quality

is determined more by the quality of the instruments and

data processing software than by the skill of the operator.

• They allow for global networks that can define a global

reference frame; thus, the position coordinates of stations

in different continents can be expressed in the same system.

From a geophysical point of view, the advantages of space

geodetic techniques can be summarized as follows:

• The high precision of space geodesy (now at the �1 mm

level), particularly over very long distances, allows for the

study of Earth processes that could never be observed with

classical techniques.

• The Earth’s surface can be surveyed in one consistent refer-

ence frame, so geophysical processes can be studied in a

consistent way over distance scales ranging ten orders of

magnitude from 10� to 1010 m (Altamimi et al., 2002).

Global surveying allows for the determination of the

largest-scale processes on Earth, such as plate tectonics

and surface mass loading.

• Geophysical processes can be studied in a consistent way

over timescales ranging ten orders of magnitude from 10�1

to 109 s. Space geodetic methods allow for continuous

acquisition of data using permanent stations with commu-

nications to a data processing center. This allows for geo-

physical processes to be monitored continuously, which is

especially important for the monitoring of natural hazards

but is also important for the characterization of errors and

for the enhancement of precision in the determination of

motion. Sample rates from GPS can be as high as 50 Hz.

Motion is fundamentally determined by space geodesy as a

time series of positions relative to a global reference frame.

Precise timing of the sampled positions in a global time-

scale (<0.1 ms UTC in even the most basic form of GPS and

<0.1 ns for geodetic GPS) is an added bonus for some

applications, such as seismology and SLR.
Treatise on Geophysics, 2nd edition

 

• Space geodetic surveys are more cost-efficient than classical

methods; thus, more points can be surveyed over a larger

area than was previously possible.

The benefits that space geodesy could bring to geophysics

are precisely the reason why space geodetic methods were

developed. For example, NASA’s interest in directly observing

the extremely slow motions (centimeters per year) caused by

plate tectonics was an important driver in the development of

SLR, geodetic VLBI, and geodetic GPS (Smith and Turcotte,

1993). SLR was initially a NASA mission dedicated to geodesy.

VLBI and GPS were originally developed for other purposes

(astronomy and navigation, respectively), though with some

research and development (motivated by the potential geo-

physical reward) they were adapted into high-precision geo-

detic techniques for geophysical research.

The following are just a few examples of geophysical appli-

cations of space geodesy:

• Plate tectonics, by tracking the relative rotations of clusters

of space geodetic stations on different plates.

• Interseismic strain accumulation, by tracking the relative

velocity between networks of stations in and around plate

boundaries.

• Earthquake rupture parameters, by inverting measurements

of coseismic displacements of stations located within a few

rupture lengths of the fault.

• Postseismic processes and rheology of the Earth’s topmost

layers, by inverting the decay signature (exponential, loga-

rithmic, etc.) of station positions in the days to decades

following an earthquake.

• Magmatic processes, by measuring time variation in the

position of stations located on volcanoes or other regions

of magmatic activity, such as hot spots.

• Rheology of the Earth’s mantle and ice-sheet history, by mea-

suring the vertical and horizontal velocities of stations in the

area of postglacial rebound (glacial isostatic adjustment).

• Mass redistribution within the Earth’s fluid envelope, by

measuring time variation in the Earth’s shape, the velocity

of the solid Earth’s center of mass, the Earth’s gravitational

field, and the Earth’s rotation in space.

• Global change in sea level, by measuring vertical movement

of the solid Earth at tide gauges, by measuring the position

of spaceborne altimeters in a global reference frame, and by

inferring exchange of water between the oceans and conti-

nents from mass redistribution monitoring.

• Hydrology of aquifers by monitoring aquifer deformation

inferred from time variation in 3-D coordinates of a net-

work of stations on the surface above the aquifer.

• Providing a global reference frame for consistent geo-

referencing and precision time tagging of nongeodetic mea-

surements and sampling of the Earth, with applications in

seismology, airborne and spaceborne sensors, and general

fieldwork.

What characterizes modern space geodesy is the broadness

of its application to almost all branches of geophysics and the

pervasiveness of geodetic instrumentation and data used by

geophysicists who are not necessarily experts in geodesy. GPS

provides easy access to the global reference frame, which in

turn fundamentally depends on the complementary benefits of
, (2015), vol. 3, pp. 307-338 
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all space geodetic techniques (Herring and Perlman, 1993). In

this way, GPS provides access to the stability and accuracy

inherent in SLR and VLBI without the need for coordination

on the part of the field scientist. Moreover, GPS geodesy has

benefited tremendously from earlier developments in SLR and

VLBI, particularly in terms of modeling the observations.

3.11.1.4 Lunar Laser Ranging Development

Geodesy was launched into the space age by LLR, a pivotal exper-

iment in the history of geodesy. The basic concept of LLR is to

measure the distance to the Moon from an Earth-based telescope

by timing the flight of a laser pulse that is emitted by the telescope,

reflects off the Moon’s surface, and is received back into the same

telescope. LLRwas enabled by the Apollo 11mission in July 1969,

when Buzz Aldrin deployed a laser retroreflector array on the

Moon’s surface in the Sea of Tranquility (Dickey et al., 1994).

Later, Apollo 14 and 15 and a Soviet Lunokhod mission carrying

French-built retroreflectors have expanded the number of sites on

the Moon. Since initial deployment, several LLR observatories

have recorded measurements around the globe, although most

of the routine observations have been made at only two observa-

tories:McDonaldObservatory in Texas, the United States, and the

CERGA station in France. Today, the McDonald Observatory

uses a 0.726 m telescope with a frequency-doubled neodymium-

doped–YAG laser, producing 1500 mJ pulses of 200 ps width at

532 nm wavelength, at a rate of 10 Hz.

The retroreflectors on the lunar surface are corner cubes,

which have the desirable property that they reflect light in

precisely the opposite direction, independent of the angle of

incidence. Laser pulses take between 2.3 and 2.6 s to complete

the 385000 km journey. The laser beam width expands from

7 mm on Earth to several km at the Moon’s surface (a few km),

and so in the best conditions, only one photon of light will

return to the telescope every few seconds. By timing the flight

of these single photons, ranges to the Moon can now be

measured with a precision approaching 1 cm.

The LLR experiment has produced the following important

research findings fundamental to geophysics (Williams et al.,

2001, 2004), all of which represent the most stringent tests

to date:

• The Moon is moving radially away from the Earth at

38 mm year�1, an effect attributed to tidal friction, which

slows down the Earth’s rotation, hence increasing the

Moon’s distance so as to conserve angular momentum of

the Earth–Moon system.

• The moon likely has a liquid core.

• The Newtonian gravitational constant G is stable to

<10�12.

• Einstein’s theory of general relativity correctly explains the

Moon’s orbit to within the accuracy of LLR measurements.

For example, the equivalence principle is verified with a

relative accuracy of 10�13, and geodetic precession is veri-

fied to within <0.2% of general relativistic expectations.

 

 
 
 
 

 

3.11.1.5 Satellite Laser Ranging Development

SLR was developed in parallel with LLR and is based on similar

principles, with the exception that the retroreflectors (corner
Treatise on Geophysics, 2nd edition, 

 

cubes) are placed on artificial satellites (Degnan, 1993). Exper-

iments with SLR began in 1964 with NASA’s launch of the

Beacon-B satellite, tracked by Goddard Space Flight Center

with a range accuracy of several meters. Following a succession

of demonstration tests, operational SLR was introduced in

1975 with the launch of the first dedicated SLR satellite, Starl-

ette, launched by the French Space Agency, soon followed in

1976 by NASA’s Laser Geodynamics Satellite (LAGEOS-1) in a

near-circular orbit of 6000 km radius. Since then, other SLR

satellites now include LAGEOS-II, Stella, Etalon-1 and -2, and

AJISAI. There are now approximately ten dedicated satellites

that can be used as operational SLR targets for a global network

of more than 40 stations, most of them funded by NASA for

purposes of investigating geodynamics, geodesy, and orbital

dynamics (Tapley et al., 1993).

SLR satellites are basically very dense reflecting spheres

orbiting the Earth. For example, LAGEOS-II launched in 1992

is a 0.6 m sphere of mass 411 kg. The basic principle of SLR is

to time the round-trip flight of a laser pulse shot from the Earth

to the satellite. Precise time tagging of the measurement is

accomplished with the assistance of GPS. The round-trip time

of flight measurements can be made with centimeter-level

precision, allowing for the simultaneous estimation of the

satellite orbits, gravitational field parameters, tracking station

coordinates, and Earth rotation parameters. The reason the

satellites have been designed with a high mass to surface area

ratio is to minimize accelerations due to nonconservative

forces such as drag and solar radiation pressure. This produces

a highly stable and predictable orbit and hence a stable

dynamic frame from which to observe the Earth’s rotation

and station motions.

SLR made early contributions to the confirmation of the

theory of plate tectonics (Smith et al., 1993) and toward mea-

suring and understanding contemporary crustal deformation

in plate boundary zones ( Jackson et al., 1994; Wilson and

Reinhart, 1993). To date, SLR remains the premier technique

for determining the location of the center of mass of the Earth

system and its motion with respect to the Earth’s surface (Chen

et al., 1999; Ray, 1998; Watkins and Eanes, 1997). As an

optical technique that is relatively less sensitive to water

vapor in the atmosphere, SLR has also played a key role in

the realization of reference frame scale (Dunn et al., 1999). The

empirical realization of scale and origin is very important for

the testing of dynamic Earth models within the rigorous frame-

work of the International Terrestrial Reference System (ITRS)

(McCarthy, 1996).

Today, SLR is used in the following research (Perlman et al.,

2002):

• Mass redistribution in the Earth’s fluid envelope, allowing

for the study of atmosphere–hydrosphere–cryosphere–

solid Earth interactions. SLR can sense the Earth’s changing

gravitational field (Bianco et al., 1997; Cheng and Tapley,

1999, 2004; Gegout and Cazenave, 1993; Nerem et al.,

1993; Devoti et al., 2001), the location of the solid Earth’s

center of mass with respect to the center of mass of the

entire Earth system (Chen et al., 1999). Also, SLR determi-

nation of the Earth’s rotation in the frame of the stable

satellite orbits reveals the exchange of angular momentum

between the solid Earth and fluid components of the Earth
(2015), vol. 3, pp. 307-338 
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system (Chao et al., 1987). SLR stations can sense the

deformation of the Earth’s surface in response to loading

of the oceans, atmosphere, and hydrosphere and can infer

mantle dynamics from response to the unloading of ice

from past ice ages (Argus et al., 1999).

• Long-term dynamics of the solid Earth, oceans, and ice

fields (Sabadini et al., 2002). SLR can sense surface eleva-

tions unambiguously with respect to the Earth’s center of

mass, such as altimeter satellite height and hence ice-sheet

and sea surface height. Thus, SLR is fundamental to the

terrestrial reference frame and the long-term monitoring

of sea level change.

• Mantle–core interaction through long-term variation in the

Earth’s rotation (Eubanks, 1993).

• General relativity, specifically the Lense–Thirring effect of

frame dragging (Cuifolini and Pavlis, 2004).

SLR is a relatively expensive and cumbersome technique

and so has largely been superseded by the GPS technique for

most geophysical applications. SLR is still necessary for main-

taining the stability of the International Terrestrial Reference

Frame (ITRF), in particular, to aligning the ITRF origin with the

specifications of ITRS (Altamimi et al., 2002). SLR is also

necessary to determine long-term variation in the low-degree

components of the Earth’s gravitational field. SLR is main-

tained by NASA to support high-precision orbit determination

(such as for satellite altimetry), though GPS is also now being

used for that purpose.

 

 
 
 
 
 

3.11.1.6 VLBI Development

VLBI, originally a technique designed for observing distant

celestial radio sources with high angular resolution, was from

the late 1970s developed for high-precision geodetic applica-

tions by applying the technique ‘in reverse’ (Rogers et al.,

1978). Much of this development of geodetic VLBI was per-

formed by the NASA Crustal Dynamics Project initiated in

1979 (Bosworth et al., 1993) with the idea to have an alterna-

tive technique to SLR to provide independent confirmation of

scientific findings.

Conceptually, geodetic VLBI uses radio waves from distant

quasars at known positions on the celestial sphere and mea-

sures the difference in the time of arrival of signals from those

quasars at stations (radio observatories) on the Earth’s surface.

Such data provide information on how the geometry of a

network of stations evolves in time. This time-variable geome-

try can be inverted to study geophysical processes such as the

Earth’s rotation and plate tectonics and can be used to define a

global terrestrial reference frame with high precision. Unique

to VLBI is that it can provide an unambiguous, stable tie

between the orientation of the terrestrial reference frame and

the celestial reference frame, that is, Earth orientation. How-

ever, as a purely geometric technique, it is not directly sensitive

to the Earth’s center of mass and gravitational field, although

inferences by VLBI on gravity can bemade throughmodels that

connect gravity to Earth’s shape, such as tidal and loading

models.

Comparisons between VLBI and SLR proved to be impor-

tant for making improvements in both methods. As a radio

technique, VLBI is more sensitive to errors in atmospheric
Treatise on Geophysics, 2nd edition

 

refraction (Davis et al., 1985; Niell, 1996; Truehaft and Lanyi,

1987) than the optical SLR technique; however, VLBI has the

advantage that the sources are quasars that appear to be essen-

tially fixed in the sky, thus providing the ultimate in celestial

reference frame stability. VLBI is therefore the premier tech-

nique for determining parameters describing the Earth

rotation’s in inertial space, namely, precession, nutation, and

UT1 (the angle of rotation with respect to UTC) (Eubanks,

1993). VLBI ultimately has proven to be more precise than

SLR in measuring distances between stations.

However, VLBI has never been adapted for tracking Earth-

orbiting platforms and is highly insensitive to the Earth’s

gravitational field and thus cannot independently realize the

Earth’s center of mass as the origin of the global reference

frame. On the other hand, the stability of scale in VLBI is

unsurpassed. For most geophysical applications, GPS has

superseded VLBI, except for the important reference frame

and Earth orientation tasks described earlier. VLBI remains

important for characterizing long-wavelength phenomena

such as postglacial rebound, with the highest precision

among all techniques today, and therefore is integral to the

stability of global terrestrial reference frames.

To summarize, geodetic VLBI’s main contributions to sci-

entific research involve (Schlueter et al., 2002)

• unambiguous Earth orientation parameters, which can be

used to study angular momentum exchange between the

solid Earth and its fluid reservoirs and provides a service to

astronomy and space missions by connecting the terrestrial

reference frame to the celestial reference frame (Eubanks,

1993);

• providing a stable scale for the global terrestrial reference

frame (Boucher and Altamimi, 1993);

• providing the highest-precision measurements of long-

wavelength Earth deformations, thus providing stability to

the global frame, and constraints on large-scale geody-

namics such as postglacial rebound and plate tectonics

(Argus et al., 1999; Stein, 1993).
3.11.1.7 Global Positioning System Development

As of September 2006, the GPS consists of 29 active satellites

that can be used to position a geodetic receiver with an accu-

racy of millimeters within the ITRF. To do this requires

geodetic-class receivers (operating at two frequencies, and

with antennas designed to suppress signal multipath), cur-

rently costing a few thousand US dollars, and geodetic

research-class software (developed by various universities and

government institutions around the world). Such software

embody leading-edge models (of the solid Earth, atmosphere,

and satellite dynamics) and data processing algorithms (signal

processing and stochastic parameter estimation). Many of the

models have been developed as a result of much research

conducted by the international geodetic and geophysical com-

munity, often specifically to improve the accuracy of GPS.

Today, it is even possible for a nonexpert to collect GPS data

and produce receiver positions with centimeter accuracy by

using an Internet service for automatic data processing.

The geodetic development of the GPS has been driven by a

number of related factors (Blewitt, 1993):
, (2015), vol. 3, pp. 307-338 
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• The foundation for many of the research-class models was

already in place owing to the similarities between GPS and

VLBI (as radio techniques) and GPS and SLR (as satellite

dynamic techniques), thus giving an early boost to GPS

geodesy. Continued collaboration with the space geodetic

community has resulted in standard models such as those

embodied by the ITRS Conventions (McCarthy, 1996),

which aim to improve the accuracy and compatibility of

results from the various space geodetic techniques.

• GPS is of relatively low cost and yet has comparable preci-

sion to VLBI and SLR. Whereas the GPS itself is paid for by

the US taxpayer, the use of the system is free to all as a

public good. This has made GPS accessible to university

researchers, and the resulting research has further improved

GPS accuracy through better models.

• GPS stations are easy to deploy and provide a practical way

to sample the deformation field of the Earth’s surface more

densely, thus allowing space geodesy to address broader

diversity scientific questions. This has opened up interdis-

ciplinary research within geophysics, leading to discoveries

in unforeseen areas and to further improvements in GPS

accuracy through improved observation models.

• GPS was readily adopted because of the ease of access to the

ITRF on an ad hoc basis, without the need for special global

coordination from the point of view of an individual inves-

tigator. Furthermore, the ITRF gives implicit access to the

best possible accuracy and stability that can be achieved by

SLR and VLBI (Herring and Pearlman, 1993).

Following closely the historical perspectives of Evans et al.

(2002) and Blewitt (1993), GPS has its roots as a successor to

military satellite positioning systems developed in the 1960s,

though the first geophysical applications of GPS were not

realized until the early 1980s. In the run-up to the space age

in 1955, scientists at the Naval Research Laboratory first pro-

posed the application of satellite observations to geodesy. By

optical observation methods, the first geodetic satellites were

quickly used to refine parameters of the Earth’s gravitational

field. Optical methods were eventually made obsolete by the

Doppler technique employed by the Navy Navigation Satellite

System (TRANSIT). As the name implies, Doppler positioning

was based on measuring the frequency of the satellite signal as

the relative velocity changed between the satellite and the

observer. By the early 1970s, Doppler positioning with 10 m

accuracy became possible on the global scale, leading to the

precise global reference frame ‘World Geodetic System 1972’

(WGS 72), further improved by WGS 84, which was internally

accurate at the 10 cm level. Having a global network of known

coordinates together with the success of radiometric tracking

methods set the stage for the development of a prototype GPS

in the late 1970s.

The US Department of Defense launched its first prototype

Block I GPS satellite, NAVSTAR 1, in February 1978. By 1985,

ten more Block 1 satellites had been launched, allowing for the

development and testing of prototype geodetic GPS data proces-

sing software that used dual-frequency carrier phase observ-

ables. In February 1989, the first full-scale operational GPS

satellite known as Block II was deployed, and by January

1994, a nominally full constellation of 24 satellites was com-

pleted, ensuring that users could see satellites of a sufficient
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number (at least 5) at anytime, anywhere in the world. Initial

operational capability was officially declared in December 1993,

and full operational capability was declared in April 1995. From

July 1997, Block IIRs began to replace GPS satellites. The first

modified version Block IIR-M satellite was launched in 2005

(for the first time emitting the L2C signal, which allows civilian

users to calibrate for ionospheric delay). The current constella-

tion of 29 satellites includes extra satellites as ‘active spares’ to

ensure seamless and rapid recovery from a satellite failure. The

first Block IIF satellite was scheduled to launch in 2008 and may

transmit a new civil signal at a third frequency.

The GPS design built on the success of Doppler by enabling

the measurement of a biased range (‘pseudorange’) to the

satellite, which considerably improved positioning precision.

Carrier phase tracking technology further improved the signal

measurement precision to the few millimeter level. As a radio

technique, VLBI technology was adapted in NASA’s prototype

geodetic GPS receivers. The SERIES receiver, developed by

MacDoran (1979) at the Jet Propulsion Laboratory (JPL),

pointed at one source at a time using a directional antenna

(a technique no longer used). Many key principles and benefits

of the modern GPS geodesy were based on the omnidirectional

instrument, MITES, proposed by Counselman and Shapiro

(1979). This was developed by the Massachusetts Institute of

Technology (MIT) group into the Macrometer instrument,

which provided centimeter-level accuracy using the innovative

double-difference method for eliminating clock bias, a method

that has its origins in radio navigation of the Apollo mission

(Counselman et al., 1972).

By the mid 1980s, commercial receivers such as the Texas

Instrument TI 4100 became available (Henson et al., 1985)

and were quickly deployed by geophysicists in several pioneer-

ing experiments to measure the slow motions associated with

plate tectonics (Dixon et al., 1985; Freymueller and Kellogg,

1990; Prescott et al., 1989); such experiments spurred the

development of analysis techniques to improve precision at

the level required by geophysics (Larson and Agnew, 1991;

Larson et al., 1991; Tralli et al., 1988). Important develop-

ments during these early years include ambiguity resolution

over long distances (Blewitt, 1989; Dong and Bock, 1989),

precise orbit determination (Beutler et al., 1985; King et al.,

1984; Lichten and Border, 1987; Swift, 1985), and troposphere

modeling (Davis et al., 1987; Lichten and Border, 1987; Tralli

and Lichten, 1990).

The development of geodetic GPS during the 1980s was

characterized by intensive hardware and software development

with the goal of sub-centimeter positioning accuracy, over

increasingly long distances. A prototype digital receiver

known as ‘Rogue’ was developed by the JPL (Thomas, 1988),

which produced high-precision pseudorange data that could

be used to enhance data processing algorithms, such as ambi-

guity resolution. Several high-precision geodetic software pack-

ages that were developed around this time are still in use and

far exceed the capabilities of commercial packages. These

included the Bernese developed at the University of Bern

(Beutler et al., 1985; Gurtner, 1985; Rothacher et al., 1990),

GAMIT-GLOBK developed at MIT (Bock et al., 1986; Dong and

Bock, 1989; Herring et al., 1990), and GIPSY-OASIS developed

at JPL (Blewitt, 1989, 1990; Lichten and Border, 1987; Sovers

and Border, 1987).
(2015), vol. 3, pp. 307-338 
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GPS became fully operational in 1994, with the completion

of a full constellation of 24 satellites. Developments toward

high precision in the 1990s include (1) truly global GPS solu-

tions made possible by the completion of the Block II GPS

constellation and, simultaneously, installation and operation

of the global network in 1994 (shown in its current configura-

tion in Figure 2) by the International GPS Service (IGS, since

renamed the International GNSS Service) (Beutler et al.,

1994a); (2) global-scale ambiguity resolution (Blewitt and

Lichten, 1992); (3) further refinement to tropospheric model-

ing and the inclusion of tropospheric gradient parameters

(Bar-Sever et al., 1998; Chen and Herring, 1997; Davis et al.,

1993; McMillan, 1995; Niell, 1996; Rothacher et al., 1998); (4)

adoption of baseband-digital GPS receivers with the low-

multipath choke ring antenna developed originally at JPL

(Meehan et al., 1992), which remains the IGS standard design

today; (5) improved orbit models, particularly with regard to

GPS satellite attitude, and the tuning of stochastic models

for solar radiation pressure (Bar Sever, 1996; Beutler et al.,

1994b; Fliegel and Gallini, 1996; Fliegel et al., 1992; Kuang

et al., 1996); (6) improved reference system conventions

(McCarthy, 1996); and (7) simultaneous solution for both

orbits and station positions (fiducial-free global analysis)

(Heflin et al., 1992).

The focus of developments in the decade includes (1)

building on earlier work by Schupler et al. (1994), antenna

phase center variation modeling and calibrations for both

stations and the GPS satellites themselves (Ge et al., 2005;

Mader, 1999; Mader and Czopek, 2002; Schmid and

Rothacher, 2003; Schmid et al., 2005); (2) densification of

stations in the ITRF and the installation of huge regional

networks of geodetic GPS stations, such as the �1000 station

Plate Boundary Observatory currently being installed in the

western North America (Silver et al., 1999); (3) improved

analysis of large regional networks of stations through

 

Figure 2 The global network of the International GPS Service. Courtesy of A
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common-mode signal analysis (Wdowinski et al., 1997) and

faster data processing algorithms ((Bertiger et al., 2010;

Zumberge et al., 1997); (4) the move toward real-time geodetic

analysis with applications such as GPS seismology (Larson

et al., 2003; Nikolaidis et al., 2001) and tsunami warning

systems (Blewitt et al., 2006), including signal processing algo-

rithms to filter out sidereally repeating multipath (Bock et al.,

2000, 2004; Choi et al., 2004); and (5) further improvements

in orbit determination (Ziebart et al., 2002), tropospheric

modeling (Boehm et al., 2006), and higher-order ionospheric

models (Kedar et al., 2003).

With the significant improvements to modeling since the

inception of the IGS in 1994, data reprocessing of global GPS

data sets has begun in earnest. Early results indicate superior

quality of the GPS data products, such as station coordinate

time series, orbit and clock accuracy, and Earth orientation

parameters (Steinberger et al., 2006).
3.11.1.8 Comparing GPS with VLBI and SLR

GPS geodesy can be considered a blend of the two earlier space

geodetic techniques: VLBI and SLR. The most obvious similar-

ities are that (1) SLR and GPS are satellite systems and so are

sensitive to Earth’s gravitational field and (2) VLBI and GPS are

radio techniques and so the observables are subject to atmo-

spheric refraction in a similar way. Due to these similarities,

GPS geodesy has benefited from earlier work on both VLBI and

SLR observation modeling and from reference system conven-

tions already established through a combination of astronom-

ical observation, VLBI and SLR observation, and geodynamic

modeling. Moreover, Earth models such as tidal deformation

are required by all global geodetic techniques, so GPS geodesy

was in a position to exploit what had already been learned.

Today, the improvements in modeling any of the techniques

can often be exploited by another technique.
. Moore.
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The similarities between certain aspects of the different

techniques lead to an overlap of strengths and weaknesses,

error sources, and sensitivity to geophysical parameters of

interest. The strengths and weaknesses can be summarized as

follows:

• The main strength of SLR is the stability of the orbits due to

custom-designed satellites. This leads to high sensitivity to

the low-degree gravitational field harmonics and their long-

term changes in time. This includes the degree-one term

(characterizing geocenter motion, the motion of the solid

Earth with respect to the center of mass of the entire Earth

system), which is important for realizing the origin of the

ITRF. As an optical technique, SLR is insensitive to moisture

in the atmosphere and so has relatively small systematic

errors associated with signal propagation. This inherently

leads to more robust estimation of station height. On the

other hand, SLR has problems working during daylight

hours and in cloudy conditions. It is also an expensive

and bulky technique and so suffers from a lack of

geographic coverage.

• The main strength of VLBI is the stability and permanency of

the sources, which are quasars. This leads to two important

qualities: (1) VLBI is insensitive to systematic error in orbit

dynamic models and can potentially be the most stable

system for detecting the changes over the longest observed

time periods, and (2) VLBI is strongly connected to an

external, celestial reference frame, a vantage point from

which Earth orientation and rotation can be properly deter-

mined. A major weakness of VLBI is (similar to SLR) its

expensiveness and bulkiness. Moreover, some VLBI observa-

tories are used for astronomical purposes and so cannot be

dedicated to continuous geodetic measurement. VLBI anten-

nas are very large structures that have their own set of prob-

lems, including the challenge to relate the observations to a

unique reference point, and the stability of the structure with

respect to wind and gravitational stress, and aging.

The main advantage of GPS is its low cost and ease of

deployment and all-weather capability. Thus, GPS can provide

much better geographic coverage, continuously. The flexibility

of deployment allows for ties to be made between the terres-

trial reference frames of the various techniques through collo-

cation at SLR and VLBI sites. The disadvantage of GPS is that it

is subject to both the systematic error associated with orbit

dynamics and atmospheric moisture. Furthermore, the omni-

directional antennas of GPS lead to multipath errors. Thus,

geodetic GPS is essential for improved sampling of the Earth

in time and space but ultimately depends on SLR and VLBI to

put such measurements into a reference frame that has long-

term stability. This synergy lies at the heart of the emerging

concept GGOS, the Global Geodetic Observing System, under

the auspices of the International Association of Geodesy (IAG)

(Rummel et al., 2005).

 

 
 

 
 

3.11.1.9 GPS Receivers in Space: LEO GPS

GPS has proved extremely important for positioning space-

borne scientific instruments in low-Earth orbit (sometimes

called LEO GPS). Evans et al. (2002) provided an overview of
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spaceborne GPS, which is only briefly summarized here. The

Landsat 4 satellite launched in 1982 was the first to carry a GPS

receiver, called GPSPAC. This was followed by three more

missions using GPSPAC, including Landsat 5 in 1984 and

DoD satellites in 1983 and 1984. As the GPS satellite constel-

lation grew during the 1980s, so the precision improved,

enabling decimeter-level accuracy for positioning spaceborne

platforms. Following Evans et al. (2002), the applications of

spaceborne GPS can be categorized as (1) precise orbit deter-

mination of the host satellite for applications such as altimetry;

(2) measurement of the Earth’s gravitational field, such as the

missions CHAMP and GRACE; (3) ionospheric imaging; and

(4) indirect enhancements to global geodesy and remote sens-

ing. In addition to these categories, spaceborne GPS is also

being used to invert for the refractivity of the Earth’s neutral

atmosphere by occultation measurements, which can be used,

for example, to infer stratospheric temperatures for studies of

global climate change.
3.11.1.10 Global Navigation Satellite Systems

The success of GPS has led to the development of similar future

systems, generically referred to as GNSS. To achieve global

coverage, each GNSS system generally has a constellation of

20–30 satellites in roughly 12 h orbits. Some systems are aug-

mented with a few satellites in either geostationary or inclined

geosynchronous orbit.

The Russian system GLONASS (a Russian acronym that

literally translates to GNSS) was actually developed in parallel

with GPS and achieved global coverage with 24 satellites in

orbit by 1995. After a subsequent period of degradation, the

GLONASS system was restored back to a full constellation of

24 satellites by the end of 2011 and, as of 2013, has 29 satellites

in orbit. Many modern GNSS receivers can track both GPS and

GLONASS. Like GPS, the GLONASS satellite orbits and clocks

are modeled by the IGS. However, in part due to the different

transmission frequencies of the GLONASS satellites, which

hinder the application of carrier phase ambiguity resolution

techniques, the system has not proven to deliver geodetic

solutions with such high precision as GPS. Nevertheless,

GLONASS data can enhance GPS in situations where the

sky is not completely visible, such as in an urban canyon

environment.

An example of a GNSS under development is the European

Galileo system, which has been scheduled to have full opera-

tional capability with 30 satellites before 2020, following sev-

eral years of initial operational capability. By October 2012,

four Galileo satellites had become operational, enabling the

first production of 3-D position solutions.

The Chinese experimental regional BeiDou Navigation Sat-

ellite System (BDS) of five geostationary satellites is being

expanded to have global coverage. BDS plans to add 30 non-

geostationary satellites to the constellation, including three

that are in inclined geosynchronous orbit. By 2013, BDS had

15 operational satellites and is planned to have a full global

constellation by 2020.

Regional enhancement systems are being developed too. In

Japan, the Quasi-Zenith Satellite System (QZSS) is planned to

have three satellites in inclined geosynchronous orbit to

enhance GPS in that region. As of 2012, one QZSS satellite
(2015), vol. 3, pp. 307-338 
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was in operation. Similarly, the Indian Regional Navigation

Satellite System (IRNSS) is planned to have seven satellites to

augment GPS (with three in geostationary orbit and four in

inclined geosynchronous orbit), with the first launch planned

for summer 2013.

The main reason for the development of alternative systems

to GPS is to ensure access to GNSS signals that are not under

the control of any single nation, with implications for the

military in times of war and national emergencies and for

civilian institutions such as national aviation authorities that

have stringent requirements on guaranteed access to a suffi-

cient number of GNSS signals at all times.

Thus, the future of GNSS is essentially guaranteed. By anal-

ogy with the Internet, navigation and geospatial referencing

has become such an embedded part of the world’s infrastruc-

ture and economy that it is now difficult to imagine a future

world where GNSS is not pervasive. As GPS has proved, a GNSS

system does not necessarily have to be designed with high-

precision geodesy in mind in order for it to be used successfully

as a high-precision geophysical tool. However, it is likely that

future GNSS systems will take more into account the high-

precision applications in their design and thus may be even

better suited to geophysical applications than GPS currently is.

Much can be done to mitigate errors, for example, in the

calibration of the phase center variation in the satellite trans-

mitting antenna or the transmission of signals at several differ-

ent frequencies.

Satellite geodesy in the future will therefore use multiple

GNSS systems interoperably and simultaneously. This will lead

to improved precision and robustness of solutions. It will also

allow for new ways to probe and hopefully mitigate systematic

errors associated with specific GNSS systems and satellites. The

continued downward spiral in costs of GNSS receiver systems

will undoubtedly result in the deployment of networks with

much higher density (reduced station spacing), which will

benefit geophysical studies. For example, it would allow for

higher-resolution determination of strain accumulation due to

crustal deformation in plate boundary zones.

 

Table 1 IGS raw data types and availability

Latency Updates Sample interval

Ground observations
GPS and GLONASS data 1 day Daily 30 s

1 h Hourly 30 s
15 min 15 min 1 sa

GPS broadcast ephemerides 1 day Daily N/A
1 h Hourly
15 min 15 min

GLONASS broadcast
ephemerides

1 day Daily N/A

Meteorologic 1 day Daily 5 min
1 h Hourly 5 min

Low-Earth orbiter observations
GPS 4 days Daily 10 s

aSelected subhourly stations have sampling intervals 1 s< t<10 s.

Source : IGS Central Bureau, http://igscb.jpl.nasa.gov.

 
 
 
 
 

3.11.1.11 International GNSS Service

Infrastructure development and tremendous international

cooperation characterized the 1990s. GPS operations moved

away from the campaigns, back to the model of permanent

stations, familiar to VLBI and SLR. As the prototype receivers

developed by research groups in the 1980s had become com-

mercialized, the cost of installing a GPS station in the 1990s

had fallen to �$25 K, in contrast to the millions of dollars

required for VLBI/SLR. Thus, the long-range goal of the federal

funding agencies was realized: dozens of GPS stations could be

installed for the price of one VLBI station.

With the cooperation of �100 research institutions around

the world under the umbrella of the International GPS (now

GNSS) Service (IGS), a global GPS network (now at �350

stations; Figure 2) with a full geodetic analysis system came

into full operation in 1994 (Beutler et al., 1994a). This back-

bone, together with the regional stations located in areas of

tectonic activity, such as Japan and California, forms a global-

scale instrument capable of resolving global plate tectonic

motions and regional phenomena such as earthquake
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displacement. As a result of this international cooperation, a

culture of data sharing has developed, with data freely avail-

able for research purposes via the Internet from IGS Global

Data Centers. The establishment of a standard GPS measure-

ment format known as RINEX (Receiver Independent

Exchange) has facilitated this extensive exchange of data

through IGS (see Table 1 for IGS data availability).

The mission of the IGS is to provide the highest-quality data

and products as the standard for GNSS in support of Earth

science research andmultidisciplinary applications. So although

the IGS does not specifically carry out geophysical investiga-

tions, it does provide an essential service without which such

investigations would be very costly and difficult to carry out. The

1990s has seen the development of collaborations with specific

geophysical goals. Groups such as WEGENER (Plag et al., 1998)

and UNAVCO (http://www.unavco.org) have provided an

umbrella for geoscientists using GPS geodesy as a tool. Such

groups depend on IGS for their success; conversely, IGS as a

volunteer organization depends on such users to contribute to

its operations and technical working groups.

The infrastructure has indeed become quite complex, yet

cooperative, and often with an efficient division between geo-

detic operations and geodynamic investigations. As an exam-

ple of how infrastructure is developing, solutions are being

exchanged in a standard Software INdependent EXchange

(SINEX) format to enable the construction of combined net-

work solutions and, therefore, combined global solutions for

Earth surface kinematics. This standard has since also been

adopted by the other space geodetic techniques. Combination

solutions have the advantage that (1) the processing burden is

distributed among many groups who can check each other’s

solutions, (2) noise and errors are reduced through increased

redundancy and quality control procedures, (3) coverage and

density are increased, and (4) regional geodynamics can be

interpreted in a self-consistent global context. An emerging

focus of this decade (2000s) is the development of such com-

bination solutions, and on the inversion of these solutions to

infer geophysical parameters.

As the premier service for high-precision geodesy, the qual-

ity of IGS products is continually improving with time

(Figure 3) and represents the current state-of-the-art (Dow
, (2015), vol. 3, pp. 307-338 
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Figure 3 Plot showing the improvement of IGS orbit quality with time. Courtesy of G. Gendt.
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et al., 2005b; Moore, 2007). The levels of accuracy claimed by

the IGS for its various products are reproduced in Table 2.

Analogous to the IGS, geodetic techniques are organized as

scientific services within the IAG. The IAG services are as

follows:

• International Earth Rotation and Reference Systems Service

(IERS) (IERS, 2004).

• International GNSS Service, formerly the International GPS

Service (IGS) (Dow et al., 2005b).

• International VLBI Service (IVS) (Schlüter et al., 2002).

• International Laser Ranging Service (ILRS) (Pearlman et al.,

2002).

• International DORIS Service (IDS) (Tavernier et al., 2005).

These scientific services, as well as gravitational field ser-

vices and an expected future altimetry service, are integral

components of the future ‘Global Geodetic Observing System’

(GGOS) (Rummel et al., 2005; http://www.ggos.org). Closer

cooperation and understanding through GGOS are expected to

bring significant improvements to the ITRF and to scientific

uses of geodesy in general (Dow et al., 2005a).

Figure 4 shows the current status of colocated space geodetic

sites, which forms the foundation for ITRF and GGOS. Co-

location is essential to exploit the synergy of the various tech-

niques, and so increasing the number and quality of colocated

sites will be a high priority for GGOS. In addition, the IGS

adapts to incorporate new GNSS systems as they come online.
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3.11.2 GPS and Basic Principles

3.11.2.1 Basic Principles

GPS positioning is based on the principle of ‘trilateration,’

which is the method of determining position by measuring

distances to points of known positions (not to be confused

with triangulation, which measures angles between known

points). At a minimum, trilateration requires three ranges to

three known points. In the case of GPS, the known points

would be the positions of the satellites in view. The measured

ranges would be the distances between the GPS satellites and a

user’s GPS receiver. (Note that GPS is a completely passive

system from which users only receive signals.) GPS receivers,

on the other hand, cannot measure ranges directly, but rather

‘pseudoranges.’ A pseudorange is a measurement of the differ-

ence in time between the receiver’s local clock and an atomic

clock on board a satellite. The measurement is multiplied by

the speed of light to convert it into units of range (meters):

pseudorange¼ receiver_time� satellite_timeð Þ
� speed_of_light [1]

The satellite effectively sends its clock time by an encoded

microwave signal to a user’s receiver. It does this by multiply-

ing a sinusoidal carrier wave by a known sequence (‘code’)

of þ1 and �1, where the timing of the signal (both code and

carrier wave) is controlled by the satellite clock. The receiver

generates an identical replica code and then performs a cross
(2015), vol. 3, pp. 307-338 
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Table 2 IGS (and broadcast) product availability and quality

Accuracya Latency Updates Interval

GPS satellite ephemerides
Broadcastb Orbits 160 cm Real time N/A N/A

Satellite clocks 7 ns
Ultrarapid (predicted half ) Orbits 10 cm Real time 6 h 15 min

Satellite clocks 5 ns
Ultrarapid (observed half ) Orbits <5 cm 3 h 6 h 15 min

Satellite clocks 0.2 ns
Rapid Orbits <5 cm 17 h Daily 15 min

All clocks 0.1 ns 5 min
Final Orbitsc <5 cm 13 days Weekly 15 min

All clocksd 0.1 ns 5 min
GLONASS satellite ephemerides
Final 15 cm 2 weeks Weekly 15 min
IGS station coordinatese

Positions Horizontal 3 mm 12 days Weekly Weekly
Vertical 6 mm

Velocities Horizontal 2 mm year�1 12 days Weekly �Years
Vertical 3 mm year�1

Earth rotation parametersf

Ultrarapid (predicted half ) Pole position 0.3 mas Real time 6 h 6 h
Pole rate 0.5 mas day�1

Length of day 0.06 ms
Ultrarapid (observed half ) Pole position 0.1 mas 3 h 6 h 6 h

Pole rate 0.3 mas day�1

Length of day 0.03 ms
Rapid Pole position <0.1 mas 17 h Daily Daily

Pole rate <0.2 mas day�1

Length of day 0.03 ms
Final Pole position 0.05 mas 13 days Weekly Daily

Pole rate <0.2 mas day�1

Length of day 0.02 ms

aGenerally, precision (based on scatter of solutions) is better than the accuracy (based on comparison with independent methods).
bBroadcast ephemerides only shown for comparison (but are also available from IGS).
cOrbit accuracy based on comparison with satellite laser ranging to satellites.
dClock accuracy is expressed relative to the IGS timescale, which is linearly aligned to GPS time in 1-day segments.
eStation coordinate and velocity accuracy based on intercomparison statistics from ITRF.
fEarth rotation parameters based on intercomparison statistics by IERS. IGS uses VLBI results from IERS Bulletin A to calibrate for long-term LOD biases.

Source : IGS Central Bureau, http://igscb.jpl.nasa.gov.courtesy of A. Moore.

2 techniques 3 techniques 4 techniques

Figure 4 Distribution of colocated space geodetic stations that have at least two different operational techniques of GPS, VLBI, SLR, and DORIS.
Courtesy of Z. Altamimi.

GPS and Space-Based Geodetic Methods 317 

Treatise on Geophysics, 2nd edition, (2015), vol. 3, pp. 307-338 

 

 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Author's personal copy



Perigee

Satellite
Orbital ellipse

318 GPS and Space-Based Geodetic Methods 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Author's personal copy
correlation with the incoming signal to compute the required

time shift to align the codes. This time shift multiplied by the

speed of light gives the pseudorange measurement.

The reason the measurement is called a ‘pseudorange’ is

that the range is biased by error in the receiver’s clock (typically

a quartz oscillator). However, this bias at any given time is the

same for all observed satellites, and so it can be estimated as

one extra parameter in the positioning solution. There are also

(much smaller) errors in the satellites’ atomic clocks, but GPS

satellites handle this by transmitting another code that tells the

receiver the error in its clock (which is routinely monitored and

updated by the US Department of Defense).

Putting all this together, point positioning with GPS there-

fore requires pseudorange measurements to at least four satel-

lites, where information on the satellite positions and clocks is

also provided as part of the GPS signal. Three coordinates of

the receiver’s position can then be estimated simultaneously

along with the receiver’s clock offset. By this method, GPS

positioning with few meter accuracy can be achieved by a

relatively low-cost receiver.

Hence, GPS also allows the user to synchronize time to the

globally accessible atomic standard provided by GPS. In fact,

the GPS atomic clocks form part of the global clock ensemble

that define Universal Coordinated Time (UTC). Note that since

GPS time began (6 January 1980), there have accumulated a

number of leap seconds (16 s as of July 2012) between GPS

time (a continuous timescale) and UTC (which jumps occa-

sionally to maintain approximate alignment with the variable

rotation of the Earth). Synchronization to GPS time (or UTC)

can be achieved to <0.1 ms using a relatively low-cost receiver.

This method is suitable for many time-tagging applications,

such as in seismology, in SLR, and even for GPS receivers

themselves. That is, by using onboard point positioning soft-

ware, GPS receivers can steer their own quartz oscillator clocks

through a feedback mechanism such that observations are

made within a certain tolerance of GPS time.

A fundamental principle to keep in mind is that GPS is a

timing system. By the use of precise timing information on

radio waves transmitted from the GPS satellite, the user’s

receiver can measure the range to each satellite in view and

hence calculate its position. Positions can be calculated at every

measurement epoch, which may be once per second when

applied to car navigation (and in principle as frequently as

50 Hz). Kinematic parameters such as velocity and acceleration

are secondary, in that they are calculated from the measured

time series of positions.
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Figure 5 Diagram illustrating the Keplerian orbital elements: semimajor
axis a, eccentricity e, inclination I, argument of perigee (closest
approach) o, right ascension of the ascending node O, and true anomaly
f as a function of time t. The geocenter is the Earth’s center of mass;
hence, satellite geodesy can realize the physical origin of the terrestrial
reference system. This diagram is exaggerated, as GPS orbits are almost
circular.
3.11.2.2 GPS Design and Consequences

The GPS has three distinct segments:

1. The space segment, which includes the constellation of

�30 GPS satellites that transmit the signals from space

down to the user, including signals that enable a user’s

receiver to measure the biased range (pseudorange) to

each satellite in view and signals that tell the receiver the

current satellite positions, the current error in the satellite

clock, and other information that can be used to compute

the receiver’s position.
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2. The control segment (in the US Department of Defense),

which is responsible for the monitoring and operation of

the space segment, including the uploading of information

that can predict the GPS satellite orbits and clock errors into

the near future, which the space segment can then transmit

down to the user.

3. The user segment, which includes the user’s GPS hardware

(receivers and antennas) and GPS data processing software

for various applications, including surveying, navigation,

and timing applications.

The satellite constellation is designed to have at least four

satellites in view anywhere, anytime, to a user on the ground.

For this purpose, there are nominally 24 GPS satellites distrib-

uted in six orbital planes. In addition, there is typically an

active spare satellite in each orbital plane, bringing the total

number of satellites closer to 30. The orientation of the satel-

lites is always changing, such that the solar panels face the sun

and the antennas face the center of the Earth. Signals are

transmitted and received by the satellite using microwaves.

Signals are transmitted to the user segment at frequencies

L1¼1575.42 MHz and L2¼1227.60 MHz in the direction of

the Earth. This signal is encoded with the ‘navigation message,’

which can be read by the user’s GPS receiver. The navigation

message includes orbit parameters (often called the ‘broadcast

ephemeris’), from which the receiver can compute satellite

coordinates (X,Y,Z). These are Cartesian coordinates in a geo-

centric system, known as WGS 84, which has its origin at the

Earth’s center of mass, Z-axis pointing toward the North Pole,

X pointing toward the prime meridian (which crosses Green-

wich), and Y at right angles to X and Z to form a right-handed

orthogonal coordinate system. The algorithm that transforms

the orbit parameters into WGS 84 satellite coordinates at any

specified time is called the ‘Ephemeris Algorithm’ (e.g., Leick,

2004). For geodetic purposes, precise orbit information is

available over the Internet from civilian organization such as

the IGS in the Earth-fixed reference frame.

According to Kepler’s laws of orbital motion, each orbit takes

the approximate shape of an ellipse, with the Earth’s center of

mass at the focus of the ellipse (Figure 5). For a GPS orbit, the
(2015), vol. 3, pp. 307-338 
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eccentricity of the ellipse is so small (0.02) that it is almost

circular. The semimajor axis (largest radius) of the ellipse is

approximately 26600 km, or approximately 4 Earth radii.

The six orbital planes rise over the equator at an inclination

angle of 55�. The point at which they rise from the Southern to

Northern Hemisphere across the equator is called the ‘right

ascension of the ascending node.’ Since the orbital planes are

evenly distributed, the angle between the six ascending nodes

is 60�.
Each orbital plane nominally contains four satellites, which

are generally not spaced evenly around the ellipse. Therefore, the

angle of the satellite within its own orbital plane, the ‘true

anomaly,’ is only approximately spaced by 90�. The true anom-

aly is measured from the point of closest approach to the Earth

(the perigee). Instead of specifying the satellite’s anomaly at

every relevant time, it is equivalent to specify the time that the

satellite had passed perigee and then compute the satellite’s

future position based on the known laws of motion of the

satellite around an ellipse. Finally, the argument of perigee

specifies the angle between the equator and perigee. Since the

orbit is nearly circular, this orbital parameter is not well defined,

and alternative parameterization schemes are often used.

Taken together (the eccentricity, semimajor axis, inclina-

tion, right ascension of the ascending node, time of perigee

passing, and argument of perigee), these six parameters define

the satellite orbit (according to the Keplerian model). These

parameters are known as Keplerian elements. Given the Kep-

lerian elements and the current time, it is possible to calculate

the coordinates of the satellite.

However, GPS satellites do not move in perfect ellipses, so

additional parameters are necessary. Nevertheless, GPS does

use Kepler’s laws to its advantage, and the orbits are described

in the broadcast ephemeris by parameters that are Keplerian in

appearance. Additional parameters must be added to account

for non-Keplerian behavior. Even this set of parameters has to

be updated by the control segment every hour for them to

remain sufficiently valid.

Several consequences of the orbit design can be deduced

from the previously mentioned orbital parameters and Kepler’s

laws of motion. First of all, the satellite speed is �4 km s�1

relative to the Earth’s center. All the GPS satellite orbits are

prograde, which means the satellites move in the direction of

the Earth’s rotation. Therefore, the relative motion between the

satellite and a user on the ground must be less than 4 km s�1.

Typical values around 1 km s�1 can be expected for the relative

speed along the line of sight (range rate).

The second consequence is the phenomena of ‘repeating

ground tracks’ every day. The orbital period is approximately

T¼11 h 58 min; therefore, a GPS satellite completes two revo-

lutions in 23 h 56 min. This is intentional, as it equals one

sidereal day, the time it takes for the Earth to rotate 360�.
Therefore, every day (minus 4 min), the satellite appears over

the same geographic location on the Earth’s surface. The ‘ground

track’ is the locus of points on the Earth’s surface that is traced

out by a line connecting the satellite to the center of the Earth.

The ground track is said to repeat. From the user’s point of view,

the same satellite appears in the same direction in the sky every

day minus 4 min. Likewise, the ‘sky tracks’ repeat.

So from the point of view of a ground user, the entire

satellite geometry repeats every sidereal day. Consequently,
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any errors correlated with satellite geometry will repeat from

one day to the next. An example of an error tied to satellite

geometry is ‘multipath,’ which is due to the antenna also

sensing signals from the satellite that reflect and refract from

nearby objects. In fact, it can be verified that, because of multi-

path, observation residuals do have a pattern that repeats every

sidereal day. Therefore, such errors will not significantly affect

the repeatability of coordinates estimated each day. However,

the accuracy can be significantly worse than the apparent pre-

cision for this reason.

Another consequence of this is that the same subset of the

24 satellites will be observed every day by someone at a fixed

geographic location. Generally, not all 24 satellites will be seen

by a user at a fixed location. This is one reason why there needs

to be a global distribution of receivers around the globe to be

sure that every satellite is tracked sufficiently well.

The inclination angle of 55� also has consequences for the

user. Note that a satellite with an inclination angle of 90�

would orbit directly over the poles. Any other inclination

angle would result in the satellite never passing over the

poles. From the user’s point of view, the satellite’s sky track

would never cross over the position of the celestial pole in the

sky. In fact, there would be a ‘hole’ in the sky around the

celestial pole where the satellite could never pass. For a satellite

constellation with an inclination angle of 55�, there would

therefore be a circle of radius at least 35� around the celestial

pole, through which the sky tracks would never cross. This has

a big effect on the satellite geometry as viewed from different

latitudes. An observer at the pole would never see a GPS

satellite rise above 55� elevation. Most of the satellites would

hover close to the horizon. Therefore, vertical positioning is

slightly degraded near the poles. An observer at the equator

would see some of the satellites passing overhead but would

tend to deviate away from points on the horizon directly to the

north and south.

Due to a combination of the Earth’s rotation and the fact

that the GPS satellites are moving faster than the rotation of the

Earth, the satellites actually appear to move approximately

north–south or south–north to an observer at the equator,

with very little east–west motion. Therefore, the closer the

observer is to the equator, the better determined the north

component of relative position becomes as compared with

the east component. An observer at midlatitudes in the North-

ern Hemisphere would see satellites anywhere in the sky to the

south, but there would be a large void toward the north. This

has consequences for site selection, where a good view is

desirable to the south, and the view to the north is less critical.

For example, one might want to select a site in the Northern

Hemisphere that is on a south-facing slope (and vice versa for

an observer in the Southern Hemisphere).
3.11.2.3 Introducing High-Precision GPS

By measuring pseudoranges to at least four satellites with rel-

atively low-cost equipment, GPS can readily provide users with

a positioning accuracy of meters and a timing accuracy of

0.1 ms. On the other hand, geodetic GPS positioning with an

accuracy of a few millimeters requires a number of significant

improvements to the technique described in the preceding text,

which will be emphasized in this section. For example,
, (2015), vol. 3, pp. 307-338 
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accurate positioning requires accurate knowledge of the GPS

satellite positions and satellite clock offsets. For standard GPS

positioning, this ‘ephemeris’ information is broadcast by the

GPS satellites in the so-called navigation message; however, it

is not sufficiently accurate for geodetic applications.

In addition to the three GPS segments listed earlier, one

could informally include the ‘service segment’ consisting of

civilian networks that provide the user segment with data and

services to enhance positioning accuracy. This information can

be transmitted to the user in a variety of ways, such as by the

Internet, cell phone, and geostationary satellite. The part of this

service segment that is relevant to geodetic positioning would be

the International GNSS Service (IGS), an international collabo-

ration of geodesists that provides high-accuracy data on satellite

orbits and clocks. IGS also provides data from reference stations

around the globe, at accurately known coordinates that account

for plate tectonics and other geophysical movements such as

earthquakes. Thus, the IGS enables users to position their

receivers anywhere on the globe with an accuracy of millimeters

in a consistent terrestrial reference frame. But this is only solves

one of the many problems toward achieving geodetic precision.

In practice, high-precision GPS geodesy requires a mini-

mum of five satellites in view, because it is essential to estimate

parameters to model tropospheric refraction. At an absolute

minimum, one zenith delay is estimated, which can be

mapped to delay at any elevation angle using a ‘mapping

function’ based on tropospheric models.

Geodetic applications require much more sophisticated

GPS receivers that measure not only the pseudorange

observable but also the so-called ‘carrier phase’ observable.

The carrier phase observable is the difference between (1) the

phase of the incoming carrier wave (upon which the codes are

transmitted) and (2) the phase of a signal internally generated

by the receiver, which is synchronized with the receiver clock.

When multiplied by the �20 cm wavelength of the carrier

wave, the result is a biased distance to the satellite. Indeed,

this is a type of pseudorange that is about 100 times more

precise than the coded pseudoranges. The downside to the

carrier phase observable is that in addition to the receiver

clock bias, there is an additional bias of an unknown number

of wavelengths. It is possible to resolve this bias exactly by the

so-called ‘ambiguity resolution’ techniques. Ambiguity resolu-

tion is essential to achieve the highest possible precision for

geodetic applications. Hence, in units of range, the observed

carrier phase can be expressed as

carrier_phase¼ reference_phase� signal_phaseþ integerð Þ
� carrier_wavelength

[2]

Note that the signal phase is generated by the satellite clock

and that the reference phase is generated by the receiver clock;

hence, eqn [2] is just a very precise form of eqn [1] for the

pseudorange, except that it has an integer–wavelength ambi-

guity. (In fact, this is why the sign of the phase difference was

chosen by subtracting the incoming signal phase from the

reference phase.) Therefore, the observable models for eqns

[1] and [2] are very similar and relate to the theoretical differ-

ence between the reading of the receiver clock (time of recep-

tion) and the satellite clock (time of transmission), including

clock biases.
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This similarity of models has enabled the development of

automatic signal processing algorithms to check the integrity of

the data, such as the detection of data outliers and jumps in the

integer ambiguity (the so-called cycle slips), which occur when

the receiver loses lock on the signal, for example, due to a

temporary obstruction between the ground antenna and the

satellite. In fact, the pseudorange data can be used together

with the carrier phase data to correct for the initial integer

ambiguity (Blewitt, 1989) and for subsequent cycle slips

(Blewitt, 1990).

For geodetic positioning, both pseudoranges and carrier

phases are measured at two different frequencies (L1 at

19.0 cm wavelength and L2 at 24.4 cm), to provide a self-

calibration of delay in the Earth’s ionosphere. So in total,

there are four observations that are fundamental to high-

precision GPS geodesy: two pseudoranges and two carrier

phases. This enables more algorithms to assure the integrity

of the data and allows for monitoring of the ionosphere itself.

Another requirement for geodetic positioning is the use of

highly specialized stochastic multiparameter estimation soft-

ware by modeling the carrier phase data, including modeling

of the satellite–station geometry, Earth’s atmosphere, solid

Earth tides, Earth’s rotation, antenna effects, circular polariza-

tion effects (phase windup), and relativistic effects (both spe-

cial and general). In addition, the software must be capable of

detecting and correcting integer offsets in the carrier phase

observables (cycle slips) and must be capable of resolving the

integer ambiguity in the initial phase measurements.

In summary, therefore, geodetic GPS requires

• geodetic-class GPS receivers capable of acquiring dual-

frequency carrier phase data;

• geodetic-class satellite orbit and clock information, which is

available from the IGS;

• simultaneous observations to a minimum of five satellites;

• specialized postprocessing software (not on the receiver

itself ) that embodies high-accuracy observable models,

carrier phase data processing algorithms, and simultaneous

parameter estimation.

The quality of the IGS orbit and clock data depends on their

latency, so generally, there is a trade-off between latency and

accuracy. Currently, the ultrarapid IGS product is actually a

prediction from 3 to 9 h ago. Even though there are atomic

clocks on board the GPS satellites, the clock time is much more

difficult to predict than the satellite orbits. In the case that

sufficiently accurate clock data are not yet available, it is nev-

ertheless possible to produce geodetic-class solutions for rela-

tive positions between ground stations. This is achieved either

by (1) solving for satellite clock biases at every epoch as part of

the positioning solution or equivalently by (2) differencing

data between ground stations to cancel out the clock bias.

Furthermore, data can be differenced again (‘double

difference’) between satellites to cancel out the receiver clock

bias rather than estimate it as a parameter (Figure 6).

In practice, the following different approaches to estimating

positions all give results that are of geodetic quality (with errors

measured in millimeters) and typically agree very well:

• Precise point positioning (PPP) of single stations using

precise orbit and clock data.
(2015), vol. 3, pp. 307-338 
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Figure 6 Diagram illustrating double differencing of GPS data. The idea is to differentiate away the satellite and station clock biases. Double
differencing is equivalent to estimating the clock biases explicitly when processing undifferenced data.
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• Relative positioning of networks by clock estimation, using

precise orbit data.

• Relative positioning of networks by double-difference data

(Figure 6), using precise orbit data.

All of these three methods are in common use today for

geophysical research purposes. In each case, dual-frequency

pseudorange and carrier phase data types are used.
 
 
 
 
 

3.11.2.4 GPS Observable Modeling

This section describes how GPS observables are typically mod-

eled by geodetic-quality software packages. First, however, a

few more specific details on the GPS signals are required. The

signals from a GPS satellite are fundamentally driven by an

atomic clock precisely at frequency 10.23 MHz. Two sinusoidal

carrier signals are generated from this signal by multiplying

the frequency by 154 for the L1 channel (frequency¼
1575.42 MHz; wavelength¼19.0 cm) and 120 for the L2 chan-

nel (frequency¼1227.60 MHz; wavelength¼24.4 cm). Infor-

mation is encoded in the form of binary bits on the carrier

signals by a process known as phase modulation. The binary

digits 0 and 1 are actually represented by multiplying the

electrical signals by either þ1 or �1.

For purposes of observable modeling, here, the observables

(all in units of meters) will be called L1 and L2 for the two

types of carrier phase and P1 and P2 for the two types of

pseudorange. The actual observable types are numerous due

to different methods of correlating the signals; however, the

fundamental observation equations can be written in the same

generic way, with the exception that there is generally a bias

associated with each observable types, including instrumental

bias and, in the case of the carrier phase, an integer wavelength

bias. (For some older signal-squaring receivers, the bias is a

half-integer wavelength.) Here, it is simply assumed that such

biases are not problematic, which is typically the case, and so

the interobservable biases are not explicitly modeled.
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Taking eqns [1] and [2], the generic (pseudorange or carrier

phase) GPS observation Pj
i at receiver j (subscript, on the

ground) from satellite i (superscript, up in space) can be

modeled:

Pi
j ¼ c Tj�T

i
� �

þBi
j [3]

Since special relativity and general relativity prove to be

important in the model, care must be taken to define each

term with respect to a reference frame. Thus, Tj is the time

according to the receiver clock coincident with signal reception

(used as the time tag, recorded with the observation), T
i
is the

time according to the satellite clock coincident with signal

transmission (which imprints its signature on the signal,

hence the bar, which denotes time local to the satellite), Bj
i is

a frame-invariant bias associated with this type of observation,

and c is the frame-invariant speed of light in a vacuum. In

addition, this observation is recorded at an epoch with time

tag Tj (the same for all satellites observed at that epoch).

The clock difference can be rewritten as the sum of four

time differences:

Pi
j ¼ c Tj� tj

� �þ tj� ti
� �þ ti� ti

� �
þ ti�T

i
� �n o

þBi
j [4]

where tj is the coordinate time at the receiver, ti is the coordinate

time at the satellite, and ti is the proper time at the satellite (the

time kept by a perfect clock on board the satellite). ‘Coordinate

time’ simply means the timescale that is actually used to com-

pute the models. It is convenient to take coordinate time in the

‘local Earth’ frame (that of a perfect clock on the geoid) (Ashby

and Allan, 1984). Appropriate timescales for this purpose

include Terrestrial Dynamic Time (TDT) and International

Atomic Time (TIA), but for the discussion here, it is convenient

to choose GPS time. The important thing to keep inmind (to cut

through the confusion of all these conventions) is that all these

timescales ideally run at the same rate as UTC, with the unit of

time being the SI second (Kaplan, 1981), and so all these scales

only differ by conventional constant offsets (and leap seconds).
, (2015), vol. 3, pp. 307-338 
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The four time-difference terms found in eqn [4] can be

written as follows. First, the difference in receiver clock time

and coordinate time is simply the receiver clock bias, which we

will model as an independent parameter tj at every epoch (at

every value of Tj):

Tj� tj
� �¼ tj [5]

The clock bias includes the sum of a clock error (with

respect to proper time) plus a minor relativistic bias due to

the geodetic location of the receiver clock.

The second term is the difference between coordinate time

at the receiver and satellite, the so-called light-time equation

(here expressed as a range):

c tj� ti
� �¼ rijþ

X
prop

Drprop ij

¼ rj tj
� �� ri tið Þ�� ��þDrGR ijþDrionij þDrtrop ij

þDrpcv ijþDrcircij þ��� [6]

where rj
i is the Euclidean distance between the satellite and

receiver and Drpropj
i represent various propagation delays,

which are a function of satellite–station geometry, arising

from space–time curvature (general relativity); ionosphere,

troposphere, and antenna phase center variations; circular

polarization effects; and other propagation terms as necessary.

In eqn [6], rj is the geocentric receiver position at the time of

reception and ri is the geocentric satellite position at the time of

transmission. The reference frame for the light-time equation is

taken to be J2000, the conventional Earth-centered inertial

(ECI) frame (so the axes do not corotate with the Earth),

because the speed of light is a constant in all directions in an

inertial frame. In addition, the ECI frame is most convenient

for integrating the satellite equations of motion, if the goal is to

estimate satellite orbits. However, it can be more convenient to

solve the light-time equation in a rotating, Earth-centered,

Earth-fixed (ECEF) reference frame, given that satellite orbit

positions and velocities are typically distributed in the ECEF

frame. In this case, the equation would also need to account for

the Sagnac effect (e.g., Ashby, 2004), which accounts for the

effect of the Earth’s rotation on light propagation when viewed

in the ECEF frame. A simple way to handle this is to consider

the ECEF and ECI frames as being instantaneously aligned at

reception time. Thus, all that is required is to compute the

satellite velocity in the ECI frame by adding the velocity due

to the Earth’s rotation at the satellite to the ECEF velocity and

then compute the ECI position of the satellite at transmit time

using this ECI velocity. Thus, the Sagnac effect can be consid-

ered simply as a correction for the Earth’s rotation.

The general relativistic delay can be computed as

DrGRij ¼
2GM�
c2

ln
rjþ riþ r

j
i

rjþ ri� r
j
i

[7]

where GM� is the Earth’s gravitational constant and, in general,

r� |r|. This is sometimes called the Shapiro delay after Shapiro

(1964) and is typically at the 10 mm level for signals from

satellites in medium Earth orbit. It accounts for the distance

traveled, being longer than the Euclidean distance, caused by

space–time curvature in the Earth’s gravitational field. Equa-

tion [7] is a sufficiently good approximation, derived by inte-

grating the effect of the Earth’s gravitational potential along a
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straight light path; so the term ‘space–time curvature’ should not

be confused with gravitational bending of the direction of light,

which is negligible. Rather, the curvature can be thought of

primarily as the ‘stretching’ of space along the direction of travel.

Antenna effects such asphase center variationDrpcvj
i [Schupler

et al., 1994] and circular polarization Drcircj
i (‘phase windup’)

(Wu et al., 1993) are examples of important effects that have

been researched and applied to improve positioning accuracy,

but as nongeophysical effects, they are beyond the scope of this

text. Antenna calibrations for both the GPS satellite and station

antennas are available from the IGS and should be applied

(Schmid et al., 2005).

Ionospheric delay can be adequately modeled as being

inversely proportional to the squared frequency f of the carrier

wave:

Drionij fð Þ¼	k
TECi

j

f 2
[8]

where the positive sign is taken for pseudoranges and the

negative sign for carrier phase observations. The term TEC

refers to ‘total electron content,’ which is excited by solar

radiation and so is highly variable through the day and is

sensitive to geographic location. The constant k can be derived

from the theory of electromagnetic (EM) wave propagation in

plasmas. Delays at GPS frequencies can be as large as 100 m

near the equator, peaking around 2 pm local time, and can be

as small as centimeters at midlatitudes between midnight and

dawn. In contrast, higher-order terms are of the order of mil-

limeters and are typically ignored, although including them in

the model is one of many themes of current research (Kedar

et al., 2003). An appropriate linear combination of observa-

tions eliminates the frequency-squared term exactly, leaving all

nondispersive terms in the model unchanged. In fact, the

‘ionosphere-free’ combination of carrier phases can be so

defined (and similarly for the pseudoranges):

LC¼ f 1
2L1� f 2

2L2

f 1
2� f 2

2
� �

ffi 2:546L1�1:546L2

[9]

Hence, k and TEC are not explicitly needed to compute the

ionosphere-free data. The coefficients in the preceding text can

be computed exactly by substituting f1¼154 and f2¼120,

owing to the properties of the GPS signals described at the

beginning of this section. As an aside, if the ionosphere is

the geophysical scientific target of interest, then differencing

the observations at two different frequencies results in a

‘geometry-free’ observation from which TEC can be estimated:

PI¼ P1�P2

¼ kTEC
1

f 1
2�

1

f 2
2

 !
þbias

[10]

Using GPS stations located around the globe, this method is

now routinely used to map ionospheric TEC. A side benefit of

this method is the estimation of the interchannel bias between

observables at L1 and L2 frequency, which can be monitored

for long-term variability and used as input to ambiguity reso-

lution algorithms.

The tropospheric delay (a fraction of which actually occurs

in the stratosphere) is almost entirely nondispersive
(2015), vol. 3, pp. 307-338 
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(independent of frequency) at GPS L-band frequencies and so

must be handled in a different way. Whereas it is possible in

principle to model tropospheric delay based on ground-based

meteorologic observations, in practice, this has not proven to

be sufficiently accurate. The key to successful tropospheric

modeling is the estimation of the delay at zenith, by accurately

modeling the relationship between zenith delay Z and delay at

lower elevations e, for example,

Drtropij ¼
Zj

sineij
[11]

where the inverse signof elevationangle is the simplest example of

a ‘mapping function,’ which can be derived by assuming a hori-

zontally layered troposphere over a flat Earth. This model breaks

down rapidly for e<20�. More accurate modeling (Truehaft and

Lanyi, 1987) requiresmodifying themapping function to account

for Earth curvature and partitioning the delay into a so-called dry

and wet components, which have different characteristic scale

heights (�10 km and �2 km, respectively):

Drtropij ¼Drdry ijþDrwet ij

¼ZdryFdry eij
� �

þZwetFwet eij
� � [12]

Due to the inherent weakness in the determination of

height with both GPS and VLBI, accurate modeling of mapping

functions has always been and remains an active area of

research. The wet delay is caused by the interaction of the EM

wave with the static dipole of molecular water. The dry delay is

due to the dynamic dipole induced by the EM wave on all

component molecules in the atmosphere, including a (small)

contribution from water (and so ‘dry’ is just a conventional,

perhaps, misleading term). Typical values for the dry and wet

delay are 2.1 and 0.1 m, respectively, to within �10 cm.

The dry component can be adequately modeled as a func-

tion of hydrostatic pressure at the altitude of the receiver.

Nominal values can be computed in the absence of

meteorologic data by assuming a nominal surface pressure at

sea level and then subtracting a correction for altitude, assum-

ing that pressure decays exponentially with altitude. The wet

component is typically assumed to have a nominal value of

zero, and Zwet is then estimated from the GPS data along with

the positioning solution. Note that in this case, the estimated

value of Zwet would absorb most (but not all) of the obvious

inadequacies of the nominal model for Zdry. Whereas this is

currently the standard method in high-precision GPS geodesy,

the limitations of this approach are an active area of research

(Tregoning and Herring, 2006).

The tropospheric delay model is important not only for

solving for geodetic position but also for the study of the tropo-

sphere itself. For this application, estimates of troposphere delay

can be converted into precipitable water vapor in the atmo-

sphere, which can then be used as input for weather forecasting

and climate modeling. For this application, surface

meteorologic data are essential to more accurately partition the

dry and wet components of delay (Bevis et al., 1992).

Now, returning to the light-time equation, even if we had

perfect propagation models, the light-time equation needs to

be solved iteratively rather than simply computed, because at

first, we do not have a nominal value for ti, the coordinate time

of signal transmission. The procedure is as follows:
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• Starting with the observation time tag Tj, use eqn [5] and a

nominal value for the receiver clock bias tj (which may be

zero or a preliminary estimate) to compute the coordinate

time of signal reception tj. Note that the assumed clock bias

affects the subsequent computation of geometric range,

indicating the need for iterative estimation. (This problem

can be more conveniently addressed by accounting for the

range rate in the partial derivative with respect to the

receiver clock parameter.)

• Given a modeled station position rj at time tj, and an

interpolated table of modeled satellite positions ri as a

function of coordinate time ti, iteratively compute the coor-

dinate time of transmission using

ctj� ctj n½ �� rij n½ ��
X
prop

Drpropij n½ �

ctj nþ1½ � ¼ ctj n½ �þ

1� _ri n½ �� r̂ij n½ �=c [13]

where r̂ij ¼ rij=r
i
j are the direction cosines to the receiver from

the satellite. It is to be understood that at the nth iteration, for

example, the satellite position ri and ECI velocity _ri are both

interpolated to time ti[n]. By virtue of this equation converging

very quickly, it is sufficient to initialize the transmission time to

the reception time ti[0]¼ tj.

Being in the ECI frame (J2000), the receiver position must

account for the Earth’s rotation and geophysical movements of

the Earth’s surface:

rj tj
� �¼PNUXY x0 jþ

X
k
Dxkj tj

� ���
[14]

Here, PNUXY is the multiple of 3�3 rotation matrices that

account (respectively) for precession, nutation, rate of rotation,

and polar motion (in two directions). The bracketed term

represents the receiver position in the (corotating) conven-

tional Earth-fixed terrestrial reference frame known as ITRF.

Conventional station position x0j is specified by station coor-

dinates in ITRF at some conventional epoch, and Dxkj(tj) rep-
resents the displacement from the epoch position due to

geophysical process k, for example, accounting for the effects

of plate tectonics, solid Earth tides, etc. Equation [14] together

with [6] forms the fundamental basis of using GPS as a geo-

physical tool, and this will be explored later.

Returning now to the original observation eqn [4], the third

term is the difference between coordinate time and proper time

at the satellite. According to special relativity, GPS satellite

clocks run slow relative to an observer on the Earth’s surface

due to relative motion. In contrast, general relativity predicts

that the satellite clocks will appear to run faster when observed

from the Earth’s surface due to the photons gaining energy

(gravitational blue shift) as they fall into a gravitational well.

These two effects do not entirely cancel. With appropriate

foresight in the design of GPS, the satellite clocks operate at a

slightly lower frequency than 10.23 MHz to account for both

special relativity and general relativity, so that their frequency

would be 10.23 MHz (on average) as viewed on the Earth’s

surface. The residual relativistic term can be computed from

ti� ti
� �

¼ 2ri ti
� �� _ri ti� �=c2 [15]

It is inconsequential as to whether eqn [15] is computed in

the ECI or ECEF frame. This result assumes an elliptical orbit
, (2015), vol. 3, pp. 307-338 
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about a point (or spherically layered) mass and assumes that

additional relativistic effects are negligible. The expected accu-

racy is at the level of 10�12, comparable with the level of

stability of the satellite atomic clocks.

The fourth term is the difference between proper time and

clock time at the satellite, which is simply the negative error in

the satellite clock:

ti�T
i

� �
¼�ti [16]

Unlike errors in the station clock, errors in the satellite clock

do not affect the model of geometric range (in the light-time

equation) and so are not required in advance to compute that

part of the model. However, they do affect the observable itself,

and so not accounting for satellite clock error would result in an

error in estimated receiver position. Despite the satellite clocks

being atomic, they are not sufficiently stable to be predicted

forward in time for geodetic applications (though this is the

method for standard positioning with GPS). Therefore, this

term is estimated independently at every epoch as part of the

positioning solution (or alternatively, observations equations

can be differenced between pairs of observing receivers to elim-

inate this parameter). As a consequence, geodetic-quality PPP of

individual stations in real time presents a challenge that is the

topic of current research.

Finally, each observation type has an associated bias.

Typically, receivers are designed so that these biases either

should be calibrated or are stable in time. Like the case for

the satellite clock error, these biases have no effect on the

computed geometric range and so do not need to be known

in advance; however, they are present in the observations

themselves and so can affect positioning accuracy unless they

are absorbed by parameters in the least-squares solution. It

turns out for the most part that biases between observable

types can be ignored for purposes of positioning, because

they can be absorbed into the station or satellite clock bias

parameters as part of the least-squares positioning solution.

For purposes of accurate timing, however, special consider-

ations are required to calibrate such biases. Some of the inter-

observable biases are monitored by major GPS analysis centers

and made routinely available if needed.

The most important bias to consider for geodetic applica-

tions is the carrier phase bias, for which its double difference

has an integer ambiguity (Blewitt, 1989). The carrier phase bias

is not predictable from models and can vary by integer jumps

occasionally (Blewitt, 1990). For an initial solution, the carrier

phase biases can be nominally assumed to be zero (because

they do not affect the light-time equation) and then estimated

as real-valued parameters. If the real-valued carrier phase bias

parameters are sufficiently precise, then their double differ-

ences can be resolved to their correct integer values. The solu-

tion can then be computed again by holding these integer

values fixed, or more efficiently, the change to the solution

can be computed using least-squares adjustment theory.

For undifferenced data processing, such as PPP, ambiguity

resolution presents a conundrum. A solution to this problem

lies in the stability of undifferenced phase biases. It turns out

that the double difference in the estimates of the phase biases

can be resolved to integer numbers of cycles (Blewitt, 1989). In

the case of PPP with a single receiver (Zumberge et al., 1997),
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we also need estimates of biases from at least one other station

with the same satellites in view. A successful method now in

common use, which was proposed and demonstrated by

Bertiger et al. (2010), is known as the wide-lane and phase

bias (WLPB) method. The WLPB method estimates biases for

the IGS network during the GPS orbit estimation procedure.

These phase bias estimates are then made available to the

single-receiver user along with the GPS orbit and clock param-

eters. Thus, the user can perform ambiguity resolution when

PPP with a single receiver.

In summary, this has been a key section, in that the light

eqn [6] represents the heart of GPS observable modeling and a

very specific component given by eqn [14] is the source of all

geophysical applications that relate to precise positioning.

3.11.2.5 Data Processing Software

Geodetic GPS data processing as implemented by research

software packages can typically be generalized as a modular

scheme (Figure 7). In this processing model, the input is raw

data from GPS receivers, and the processing stops with the

production of a set of station coordinates. Before discussing

data processing in detail, it should be noted that the data

processing does not stop with the initial production of station

coordinates, but rather this is the first step toward time series

analysis, velocity estimation, and kinematic analysis, all lead-

ing to dynamic analysis and geophysical interpretation. It is

convenient to separate the actual processing of GPS data

shown in the preceding text from the subsequent kinematic

analysis, though for some geophysical applications (e.g., ocean

tidal loading), this division is not correct, and geophysical

parameters must be estimated directly in the solution.

Several software packages have been developed since the

1980s that are capable of delivering high-precision geodetic

estimates over long baselines. These days, the processing of

GPS data by these software packages is, to a large degree,

automatic, or at least a ‘black-box’ approach is common. The

black box can of course be tampered with for purposes of

research into GPS methodology, but one big advantage of

automation is reproducibility and consistency of results pro-

duced in an objective way.

Geodetic data processing software is a result of intensive

geodetic research, mainly by universities and government

research laboratories. Typical features of such software include

• orbit integration with appropriate force models;

• accurate observation model (Earth model, media delay,

etc.) with rigorous treatment of celestial and terrestrial ref-

erence systems;

• reliable data editing (cycle slips and outliers);

• estimation of all coordinates, orbits, tropospheric bias,

receiver clock bias, polar motion, and Earth spin rate;

• ambiguity resolution algorithms applicable to long

baselines;

• estimation of reference frame transformation parameters

and kinematic modeling of station positions to account

for plate tectonics and coseismic displacements.

The typical quality of geodetic results from processing 24 h

of data can be summarized as follows (IGS, http://igscb.jpl.

nasa.gov):
(2015), vol. 3, pp. 307-338 
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• Relative positioning at the level of few parts per billion of

baseline length

• Geocentric (global) positioning to �6 mm vertical and

�3 mm horizontal in the ITRF

• Tropospheric delay estimated to �4 mm

• GPS orbits determined to �25 mm

• Earth pole position determined to �2 mm

• Clock synchronization (relative bias estimation) to<0.1 ns

• Ionospheric TEC maps to <10 TEC units

Two features of commercial software are often conspicu-

ously absent from more advanced packages: (1) Sometimes,

double differencing is not implemented, but instead, un-

differenced data are processed, and clock biases are estimated;

(2) network adjustment using baseline solutions is unneces-

sary, since advanced packages do a rigorous, one-step, simul-

taneous adjustment of station coordinates directly from all

available GPS observations.
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Some precise software packages incorporate a Kalman filter

(or an equivalent formulism) (Bierman, 1977; Herring et al.,

1990; Lichten and Border, 1987). This allows for certain

selected parameters to vary in time, according to a statistical

(‘stochastic’) model. Typically, this is used for the tropospheric

bias, which can vary as a random walk in time (Tralli and

Lichten, 1990). A filter can also be used to estimate clock

biases, where ‘white noise’ estimation of clock bias approaches

the theoretical equivalent of double differencing.

Although many more packages have been developed, there

are three ultrahigh-precision software packages, which are

widely used around the world by researchers and are com-

monly referenced in the scientific literature:

• Bernese software, by Astronomical Institute, University of

Bern, Switzerland (Rothacher et al., 1990);

• GAMIT-GLOBK software, by Massachusetts Institute of

Technology, the United States (King and Bock, 2005);
, (2015), vol. 3, pp. 307-338 
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• GIPSY-OASIS II software, by JPL, California Institute of

Technology, the United States (Webb and

Zumberge, 1993).

There are several other packages, but they tend to be limited

to the institutions that wrote them. It should be noted that,

unlike commercial software packages, the use of the previously

mentioned software can require a considerable investment in

time to understand the software and how best to use it under

various circumstances. Expert training is essential.  
3.11.2.6 Real-Time GPS and Accuracy Versus Latency

The most accurate GPS geodetic solutions result from a simul-

taneous estimation for satellite orbit and clock parameters,

Earth rotation parameters, and station coordinates. One the

other hand, solutions that very closely approximate those from

simultaneous estimation are possible in a two-step process,

where an analysis center first computes the satellite orbit and

clock parameters and Earth rotation parameters and then dis-

tributes these to users who simply solve for their own station

coordinates (along with the station clock, tropospheric delay,

and carrier phase biases). This is basically the model used by

IGS and its analysis centers to serve its users.

One consequence of the two-step model is that there is a

delay for the user, who must wait until the orbit parameters

become available. In the extreme case of real-time positioning,

the two-step model becomes challenging to implement accu-

rately. In this case, the orbit positions must be predicted ahead

in time, and the satellite clocks must be handled in real time,

either by the user differencing data or by the analysis center

providing real-time estimates of the satellite clock biases.

In this section, we consider the effect of latency on accuracy

and precision of point positioning for the user with one of the

best software packages available. We also consider the effect of

positioning interval, for example, whether the position repre-

sents a 24 h average or a new position every data epoch, which

could be every 5 min, every 1 s, or even shorter intervals.

Positioning at every data epoch is sometimes called

‘kinematic positioning,’ which is somewhat of a misnomer,

as positions are directly estimated rather than kinematic

parameters such as velocity (which can be subsequently

inferred from the position time series). Nevertheless, we use

the term ‘kinematic positioning’ because it has become a

de facto standard.

The most accurate ‘final’ orbits and clocks are available with

12–18 day latency (some as low as 5 days). These allow the

user to perform daily PPP in the ITRF to a precision of �2 mm

horizontal and �6 mm vertical using 24 h RINEX files. For

kinematic positioning, the precision degrades to �7 mm

horizontal and �20 mm vertical, as measured by RMS scatter

over a day. However, the RMS precision can be much better

than this over shorter time windows, so it is possible to track

very accurately the variations in position caused by seismolog-

ical waves. When using the term ‘precision,’ therefore, one

must be careful to consider the time window relevant to the

problem at hand.

GPS analysis centers also produce the so-called rapid orbits

with 1–2 day latency. These products are almost as good as

final orbits but can differ to the extent that quality control may
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not be as effective at shorter latency. But as a consequence,

positioning precision using rapid orbits is of similar quality to

that using final orbits.

Pushing to lower latencies, GPS analysis centers also pro-

duce the so-called ultrarapid orbits with several-hour latency

(some as low as 1–2 h latency). These tend to be based on the

analysis of hourly RINEX files that have been concatenated

over the last day or so. Ultrarapid orbits are useful for low-

latency kinematic positioning problems, such as measuring the

permanent displacement of stations following a large

earthquake, and for rapidly inferring earthquake rupture

parameters. Kinematic positioning using ultrarapid orbits is

generally only slightly worse than using rapid orbits, at the

10 mm level horizontal and 30 mm level vertical. However,

solutions can suffer because of several effects: (1) quality con-

trol becomes more difficult at lower latency; (2) toward the

end of the ultrarapid orbit (closer to real time), the solution is

based on data from the past, but not from the future, and so are

degraded; (3) moreover, toward the end of the ultrarapid orbit,

it becomes more difficult to detect and correct for the effect of

cycle slips and to resolve integer ambiguities. As a conse-

quence, the quality of positioning using ultrarapid orbits and

clocks can be quite good but can also be sporadically poor in a

rather unpredictable way.

Finally, at the extreme of real-time point positioning, it is

sufficient to predict the future position of the ultrarapid orbits.

However, the satellite clocks cannot be predicted accurately,

and the issue of quality control becomes paramount. More-

over, the user is faced with the problem of having very poor

initial estimates of carrier phase biases whenever new satellites

come into view or whenever a cycle slip is detected. Carrier

phase bias resets can cause systematic deviations of kinematic

positions that do not reflect the actual motion of the station.

Current real-time position precision is typically better than one

decimeter but can be better or worse depending on the multi-

path and sky-view environment of the both the user’s station

and the stations used to determine the satellite clocks. Needless

to say, improving real-time positioning is an emerging area of

intense research.
3.11.3 Global and Regional Measurement
of Geophysical Processes

3.11.3.1 Introduction

Geodesy is the science of the shape of the Earth, its gravitational

field, and orientation in space and is therefore intrinsically

connected to geophysics (Lambeck, 1988; Torge, 2001).

Indeed, space geodetic techniques, such as GPS, can be used

to observe the Earth and hence probe geodynamic processes on

a global scale (Figure 8). GPS contributes to geophysics

through comparing the observed and modeled motion of the

Earth’s surface. Since the observedmotion of the Earth’s surface

will represent the sum of the various effects, it is clear that

geophysics must be modeled as a whole, even when investigat-

ing a specific problem. This creates a rich area of interdisciplin-

ary research.

As the precision and coverage of GPS stations have

improved over the last two decades, the depth and breadth of

GPS geodesy’s application to geodynamics have increased
(2015), vol. 3, pp. 307-338 
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correspondingly. It has now matured to the point that it is

viewed as an important and often primary tool for understand-

ing the mechanics of Earth processes.

On the other hand, geophysical models are essential to GPS

geodesy; as such, models are embedded in the reference sys-

tems we use to define high-accuracy positions. For example, if

the reference system did not account for the tidal deformation

of the solid Earth, the coordinates of some stations could vary

as much as �10 cm in the time frame of several hours. There-

fore, reference systems to enable high-accuracy geodetic posi-

tioning have developed in parallel with progress in

geodynamics, which in turn depends on geodetic positioning.

Thus, this interdependent relationship between geodesy and

geophysics is inextricable.

Table 3 shows examples of the various geophysical pro-

cesses that affect space geodetic observables and thus are
Treatise on Geophysics, 2nd edition

 

subject to investigation using space geodesy. Most of the appli-

cations assume the ability to track the position of geodetic

stations with sub-centimeter precision, but other possibilities

include the determination of the Earth’s polar motion and rate

of rotation, low-degree gravitational field coefficients, and

atmospheric delay in the troposphere and ionosphere. For

example, global climate change not only could affect both

the shape and gravitational field through mass redistribution

(e.g., melting polar ice caps) but also could affect large-scale

tropospheric delay.

In this section, the focus will be on providing examples of

geodetic applications across the spatiotemporal spectrum,

ranging from coseismic rupture and seismic waves to plate

rotations.

The subsequent section will then focus on how geodesy can

be used to address large-scale loading problems.
, (2015), vol. 3, pp. 307-338 



Table 3 Geophysical processes that affect geodetic observations as a function of spatial and temporal scale

Scale Temporal

Spatial 10�2–103 s 100–101 h 100–102 day 100–102 year 102–106 year

100–101 km Coseismic rupture
Volcanism

Creep events
Volcanism

Afterslip
Poroelastic relaxation
Dike injection

Viscoelastic relaxation
Interseismic strain

Earthquake cycle

101–102 km M 6–7.5 seismic strain
release

Tropospheric moisture

Storm-surge loading
Tsunami loading
Tropospheric
moisture

Rifting events
Aquifer deformation
Poroelastic relaxation
Lower crustal

magmatism
Lake loading
Snow loading

Viscoelastic relaxation
Block rotation
Strain partition
Mountain growth
Glacial loading
Sedimentary

loading

Fault activation and
evolution

Mountain range
building
Denudation
Regional topography
Sedimentary loading

102–103 km M 7.5–9 seismic strain
release

Traveling ionospheric
disturbances

Seismic waves

Coastal ocean loading Atmospheric loading
Regional hydrologic

loading

Mantle–crust coupling
Ice-sheet loading

Plateau rise
Mountain range
building
Glacial cycle

103–104 km M 9þ seismic strain
release

Seismic waves
Free oscillations

Earth tides
Tidal loading

Seasonal fluid
transport

Ocean bottom
pressure

Core–mantle coupling
Climate change
Solar cycle

Plate rotations
Mantle flow
Continental evolution
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3.11.3.2 Estimation of Station Velocity

All of the following examples use a time series of discrete

station positions (whether they be relative station positions

or with respect to the reference frame origin). For many appli-

cations, it is convenient to first fit a 3-D station velocity to each

time series. If the velocity is intended to represent the secular

motion of a station but the time series spans less than �4.5

years, then it is important to simultaneously fit an empirical

seasonal signal (Blewitt and Lavallée, 2002). The simplest sea-

sonal model would fit amplitudes for an annual sine and

cosine wave. In some locations, the semiannual signal may

also be important, for example,

xi tj
� �¼ xi0þ _xi tj� t0

� �þaC1 icos 2ptj
� �þaS1 isin 2ptj

� �
þaC2 icos ptj

� �þaC2 isin ptj
� �þvij [17]

where xi(tj) is the observed vector position of station i at epoch

tj (in Julian years); t0 is an arbitrary user-specified time to

define the modeled epoch position xi0; _xi is the station velocity

(independent of the choice of t0); the harmonic vector ampli-

tude a2
C
i , for example, indicates the cosine amplitude of fre-

quency two cycles per year at station i; and vij represents the

vector error. When using geocentric Cartesian coordinates, it is

especially important to use a full 3�3 weight matrix in the

inversion, because of the large difference (�factor of 3) in the

magnitude of formal error in the vertical direction.

If the geophysical signals under investigation are seasonal

in nature, then of course, the harmonic amplitudes are inter-

esting in their own right, and the velocity term may be consid-

ered the ‘nuisance parameter.’ It should be always kept in mind

that the parameter estimates will absorb the sum of all relevant

geophysical processes and errors that affect the specified data

set. Seasonal systematic errors are particularly difficult to quan-

tify. In the case of simultaneous geophysical processes, it is
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often the case that the larger-scale processes (e.g., global-scale

plate tectonics) can be characterized first and used as a calibra-

tion or as boundary conditions for a smaller-scale study (e.g.,

plate boundary deformation).

For some applications, it may be sufficient to study the

postfit residual time series (i.e., estimates of vij). However,

caution is warranted if the form of the signal under investiga-

tion significantly is likely to correlate with the velocity or

harmonic amplitude parameters. If the exact form of the signal

is known (e.g., a step function in the case of a coseismic

displacement field), then it is always better to augment the

model in the preceding text and estimate the extra parameters

simultaneously with the previously mentioned base set of

parameters. On the other hand, if the exact form is not

known but the signal is assumed to start with an event at a

given time T, then a reasonable approach is to estimate the base

parameters using only data prior to time T and then form the

residuals time series for all data using this model.

Finally, it should be noted that for some inversion problems,

it would be more rigorous to incorporate a stochastic model that

accounts for temporal correlations in the position time series.

There have been several attempts to infer the stochastic nature

of errors in the time domain from spectral analysis (Mao et al.,

1999; Williams, 2003). The consensus conclusion of such inves-

tigations is that GPS time series has the characteristics of flicker

noise. The presence of random walk noise, which is quite dam-

aging to the determination of station velocity, for example, is

much less conclusive. The importance of thesemodels has proven

to lie largely in the realistic assignment of error bars on the

estimated geophysical parameters and not somuch on the actual

estimates themselves. Ultimately, the accuracy of geophysical

parameter estimates is better inferred by other external means,

such as the smoothness of the inverted velocity field in regions

where smoothness is expected from geologic considerations.
(2015), vol. 3, pp. 307-338 
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As a general rule, estimationof station velocity canbe achieved

with precision <1 mm year�1 using >2.5 years of continuous

data. Onemeasure of precision is to infer it from the smoothness

of a velocity field across a network (Davis et al., 2003). In some

sense, this approach gives a measure of ‘accuracy,’ because the

results are being compared with an assumed truth (the smooth-

ness of the velocity field). Another method, which assesses the

level of systematic error, is to compare results using different

software packages. For example, Hill and Blewitt (2006)

compared velocities produced using the GAMIT and GIPSY soft-

ware packages, where GAMIT processes double-difference data

and GIPSY processes undifferenced data. Using 4 years of data

from a 30-station regional GPS network, they found that the RMS

difference in GPS horizontal velocity is <0.1 mm year (after

accounting for a 14-parameter reference frame transformation

between the two solutions). Thedata processingby both packages

was done in a black-box fashion, withminimal user intervention.

This result indicates that errors in GPS station velocities are more

than likely to be dominated by biases in common to both GIPSY

and GAMIT, for example, multipath error, antenna phase center

mismodeling, and nonsecular Earth deformations.

 

3.11.3.3 Plate Tectonic Rotations

Once geodetic station velocities havebeen estimated (as outlined

earlier), plate tectonic rotations can be estimated using the

following classical kinematic model (Larson et al., 1997):

_x
p
j ¼Vp�xj [18]

where Vp is the angular velocity (sometimes called the ‘Euler

vector’) of a plate called ‘p’ associated with station j. The
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Figure 9 The REVEL-2000 plate motion model derived from GPS velocities.
recent plate velocities from space geodesy. Journal of Geophysical Research
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magnitude Op¼ |Vp| is the ‘rate of rotation’ of plate p (often

expressed as degrees per million years but computationally as

radians per year), and the direction V̂
p ¼Vp=Op is called the

‘Euler pole’ (often expressed as a spherical latitude and

longitude but computationally as Cartesian components,

i.e., direction cosines) (Minster and Jordan, 1978). The

Euler pole can be visualized as the fixed point on the Earth’s

surface (not generally within the plate itself ) about which the

plate rotates. This rotation model essentially constrains the

plate to move rigidly on the Earth’s surface (no radial

motion). The cross product is taken between the angular

velocity and station position in a geocentric reference frame;

therefore, the velocity is also expressed in the geocentric ref-

erence frame. The label p on _x
p
j simply identifies the assumed

plate (not the reference frame). This notation becomes useful

later when considering the relative motion at a plate

boundary.

Figure 9 shows an example of an inversion of GPS

velocities for rigid plate rotations from the REVEL model

(Sella et al., 2002). In this figure, only the stations so

indicated were used to invert for plate rotations, on the

assumption that they are located on stable plate interiors.

Stations that fall within deforming plate boundaries must

be treated differently, as will be explained in the following

subsection.

Several points are worth noting about the classical kine-

matic model of plate tectonics:

• The motions are instantaneous, in the sense that the time of

observation is sufficiently short that the angular velocities

are assumed to be constant in time. As the equation appar-

ently works well for paleomagnetic data over a few million
L-2000

spect to ITRF-97

Sella, Dixon, and Mao J. Geophys. Res., 107, 10.1029/2000JB000033, 2002

m year-1

Non-rigid plate site
� 60� 120� 180�

Reproduced from Sella G, Dixon T, and Mao A (2002) REVEL: A model for
107(B4), http://dx.doi.org/10.1029/2000JB000033.
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years (DeMets et al., 1990, 1994; Minster and Jordan,

1978), such an assumption is essentially perfect for geo-

detic observation periods of decades. Indeed, discrepancies

between angular velocities from geodesy and pale-

omagnetic inversions can test whether plates might have

significant angular accelerations.

• Plate tectonic theory here assumes that plate motions are

rigid and that the motion is a rotation about a fixed point in

common to all the Earth’s surface. Thus, the motions are

purely horizontal on a spherical Earth.

• The assumption of plate rigidity can be tested indepen-

dently of the previously mentioned model, for example,

by observing changes of distance between stations suppos-

edly on the same plate. Thus, by using geodesy (together

with independent evidence), the ‘stable plate interior’ can

be defined empirically as the domain within a plate that, to

within the errors of observations, is consistent with having

zero deformation. The earlier equation is therefore more

properly applied to such defined ‘stable plate interiors.’ The

relative motions between neighboring plate interiors there-

fore impose boundary conditions on the deformational

processes that are taking place in the plate boundary region

(Stein, 1993).

• Since the Earth is only approximately spherical, the

earlier equation gives long systematic errors at the level

of �0.2 mm year�1, including in the vertical direction

(with respect to the WGS 84 reference ellipsoid). Because

the errors have a very long wavelength, the induced

artificial strain rates are negligible (<0.1 nstrain year�1).

• Even though vertical motions are predicted to be zero in the

model, it is convenient to invert the earlier equation using

Cartesian coordinates and using the full weight matrix

(inverse covariance) associated with the Cartesian compo-

nents of velocity. In any case, the resulting estimate of

angular velocity will not be sensitive to errors in vertical

velocity.

• If the true plate motions (for the part of plates exposed

on the Earth’s surface) are on average gravitationally

horizontal (with respect to the geoid), then on average,

the motion must also be horizontal with respect to the

reference ellipsoid (which is defined to align with the

geoid on average). Such a reference ellipsoid is necessar-

ily centered on the center of mass of the entire Earth

system, CM. Therefore, the fixed point of rotation can be

taken to be CM, which is the ideal origin of ITRF. Due to

the (verifiable) assumption that plate motions are con-

stant, it is therefore important to use the long-term

average CM rather than the instantaneous CM, which

can move by millimeters relative to the mean Earth’s

surface (CF) over tidal and seasonal timescales (caused

by redistribution of fluid mass).

• Any systematic error in the realization of CM will map into

errors in the model for plate motions and hence errors in

estimates of plate angular velocities. Significantly, this will

also affect model predictions of the relative velocities of

stations across plate boundaries. Considering the velocity

of station j, which resides nominally on plate p (e.g.,

Pacific), in a reference frame corotating with plate n (e.g.,

North America), then this can be expressed as the following

relative velocity:
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_x
p
j ¼Vp�xj

_x
p
j � _xnj ¼Vp�xj�Vn�xj [19]
D _x
pn
j ¼DVpn�xj

• Here, DVpq is the relative angular velocity between plates p

and n, and D _x
pn
j is the relative velocity between plates p and n

at station j, in other words, the relative velocity of station j on

plate p as viewed by an observer fixed to plate n. Note that if

station j actually lies in the stable interior of plate p, then D _x
pn
j

represents the path integral of deformation plus rotation

crossing the entire plate boundary going from the stable inte-

riorof platen to station j.Hence, systematic errors inDVpqwill

negatively impact geophysical inferences on plate boundary

deformation. This proves that it is important to plate tectonic

applications of geodesy to realize the origin of the reference

frame as the long-term center of mass of the entire Earth

system. Thus, from a physical standpoint, the SLR technique

is essential (to realize the origin), even if it is not the primary

tool for observing relative motions between plates. It is possi-

ble to realize an appropriateorigin geometrically, by assuming

that, after accounting for known geophysical processes that

cause vertical motion (e.g., glacial isostatic adjustment), there

should be no residual vertical motion in some average sense.

There are various possibleways to define such an origin, and it

remains a promising topic of research to understand which

types of global reference frames (in terms of their realization

of the velocity reference at the origin) aremost appropriate for

determining plate angular velocities.

• The angular velocity parameters for any given plate are going

to be best constrained by a network thatmaximally spans the

rigid plate interior. This presents a problem if the plate is

small. For very small plates (e.g., blocks in plate boundary

zones), the motion can be characterized by a horizontal

translation to within the sensitivity of geodetic measure-

ments. In this case, there is a high correlation between the

rate of rotation and the location of the Euler pole normal to

the direction plate motion, and so the concepts of rate of

rotation and Euler pole essentially lose their meaning. Nev-

ertheless, what is important to geophysical processes is not

the precision of the Euler pole and rate or rotation, but rather

the precision to which relative motion is known across plate

boundaries. Generally, this will be constrained very well if

the geodetic network spans those boundaries.
3.11.3.4 Plate Boundary Strain Accumulation

Approximately 85% of the Earth’s surface can be characterized

by rigid plate tectonics. The remaining 15% can be character-

ized as plate boundary zones, within which the Earth’s crust

deforms to accommodate the relative rotation between neigh-

boring plates (Holt et al., 2005). As these zones are responsible

for generating destructive earthquakes, they are the subject of

intense geodetic research. To accommodate crustal deforma-

tion, the model for rigid plate rotations can be modified to a

continuum velocity field _x xð Þ as follows:
_x xð Þ¼V xð Þ�x [20]

where _x xð Þ has been parameterized in terms of a continuum

angular velocity field V(x), otherwise known as the ‘rotational
(2015), vol. 3, pp. 307-338 
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vector function’ (Haines and Holt, 1993). The advantage of

this reparameterization is that the angular velocity field is a

constant within a stable plate interior, unlike the velocity field,

which appears as a rotation, depending on the defined refer-

ence frame. If a region can be defined a priori as being on a

stable plate interior, then V(x) can be constrained as a con-

stant parameter in the model: V(x)¼Vp, and in these regions,

the formula reduces to the plate rotation model. Otherwise,

spatial gradients of V(x) correspond to deformation rates.

Specifically, the three horizontal components of the deforma-

tional (symmetrical and nonrotating) strain-rate tensor on a

sphere can be written as

_«’’ ¼ Q̂

cosy
�@V
@’

_«yy ¼�F̂�@V
@y

_«’y ¼ 1

2
Q̂�@O

@y
� F̂

cosy
�@V
@’

 ! [21]

where Q̂ and F̂ are unit vectors that point in the north and east

directions, respectively. The contribution of vertical velocity to

horizontal strain rates is neglected, because this is <2% for

even rapid uplift rates of 10 mm year�1. Similarly, the vertical

component of the rotation rate (the symmetrical strain-rate

tensor component) is

w¼ 1

2
Q̂�@V

@y
þ F̂

cosy
�@V
@’

 !
[22]

TheGlobal Strain RateMap (GSRM) Project has implemented

this approach to invert GPS station velocities for a global map of
Treatise on Geophysics, 2nd edition

 

strain (Holt et al., 2005; Kreemer et al., 2000, 2003). The GSRM

website (http://www.world-strain-map.org) is housed and main-

tained at UNAVCO facility in Boulder, Colorado. The GSRM

website has an introduction page where one can access informa-

tion on the methodology used, the data and references, model

results, and acknowledgments. A sample of a global strain-rate

map is presented in Figure 10. Areas with no color (white) are

constrained a priori to be stable (zero strain, corresponding to

rigid plate rotation, as in the classical plate tectonic model).

Haines (1982) showed that if the spatial distribution of

strain rates is everywhere defined, then the full velocity gradi-

ent tensor is uniquely defined. Given that geodetic stations

only sample the continuum velocity field at a discrete set of

locations, additional constraints are required to invert the

equations. In early work, the rotation vector function was

expanded as polynomials (Holt and Haines, 1993; Holt et al.,

1991; Jackson et al., 1992), but in all later work, the bicubic

Bessel interpolation on a curvilinear grid has been used for the

Aegean Sea ( Jackson et al., 1994), Asia (Holt et al., 1995), Iran

( Jackson et al., 1995), Japan (Shen-Tu et al., 1995), the Indian

Ocean (Tinnon et al., 1995), the western United States (Shen-

Tu et al., 1999), New Zealand (Holt and Haines, 1995), and

the Tonga subduction zone (Holt, 1995).

The art of designing appropriate constraint methods is a

fertile area of research. In general, the constraints should be

data-driven where there are data but should be averse to gen-

erating artifacts in sparsely sampled regions. Ideally, the con-

straints should adapt the spatial resolution to the extreme

nonhomogeneity that is the case for today’s global network

of continuous GPS stations. However, it should be kept in

mind that no matter what the constraints, they will generally

smooth the observed velocity field to some extent and will
, (2015), vol. 3, pp. 307-338 
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generally generate anomalous spatially distributed artifacts

around stations with velocity errors. Such is the nature of

underdetermined inversion problems. The key to successful

geophysical interpretation is to not overanalyze the results

and to use only information at wavelengths longer than a

spatial resolution appropriate to the expected errors. One

exception to this is the case where anomalous motion of a

station is truly geophysical and related to an interesting local-

ized process. Strain-rate mapping can be used to help identify

such candidates for further investigation.

One method of imposing constraints is using independent

strain-rate inferences from earthquake moment tensors and

geologic fault slip data, through Kostrov’s relation (Kostrov,

1974). Observed average seismic strain rates for any grid area

can be obtained by summing moment tensors in the volume

described by the product of the grid area and the assumed

seismogenic thickness:

_eij ¼ 1

2mVT

XN
k¼1

M0mij [23]

where N is the number of events in the grid area, m is the shear

modulus, V the cell volume, T is the time period of the earth-

quake record, M0 is the seismic moment, and mij is the unit

moment tensor. Similarly, average horizontal strain-rate com-

ponents from Quaternary fault slip data can be obtained by a

variant of Kostrov’s summation (Kostrov, 1974) over N fault

segments k within a grid area A :

_eij ¼ 1

2

XN
k¼1

Lk _uk
Asindk

mk
ij [24]

where mij
k is the unit moment tensor defined by the fault

orientation and unit slip vector and the fault segment has

length Lk, dip angle dk, and slip rate _uk.

In this combined (geodeticþ seismicþgeologic) scheme,

an objective minimization function can then be defined that

accommodates all three data types (e.g., Kreemer et al., 2000).

Typically, geodetic data are given a strong weight in such

schemes because, unlike the case for geodetic data, it is not

clear to what extent a limited sample of earthquake moment

tensors or Quaternary geologic data represent strain rates

today. Whereas this approach can be applied to produce a

combined (geodetic plus seismic) solution for strain-rate map-

ping, an alternative approach is to produce an independent

empirical geodetic solution from which to compare other geo-

physical data types.

A different approach to strain mapping is based on the

concept of 2-D tomography. The idea is that the relative veloc-

ity between distant geodetic stations must equal the path inte-

gral of strain no matter what the path. Therefore, faults can be

assigned slip rates and block domains can be assigned rota-

tions such that path integrals that cross these structures agree

with the geodetic data. This approach requires the user to

construct a variety of path integrals that will ensure a well-

conditioned solution. Although this introduces an additional

level of nonuniqueness (due to the user’s choices of path

integral), the resulting strain-rate maps are insensitive to the

choices made so long as their choice overdetermines the prob-

lem. Implicitly, the rotation function approach also ensures

that the path integral agrees in a least-squares sense with
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relative velocities between stations, and so both methods lead

to similar solutions, assuming the a priori constraints (from

nongeodetic evidence) are approximately equivalent.

The applications of strain-rate mapping in plate boundary

zones are numerous, ranging from understanding mantle-scale

processes to identifying areas of enhanced seismic hazard. The

general pattern of the style of strain can point to the larger-scale

picture of the driving dynamics. Deformations can be under-

stood as the sum of dilatational strain (increase in surface area)

and shear strain (distortion of shape). Regions of strain that are

predominantly represented by shear relate to strike-slip fault-

ing, which typically accommodates strain across transform

boundaries, such as the North America–Pacific plate boundary.

Positive dilatational strain is associated with zones of exten-

sion, which can be driven by a combination of gravitational

collapse and boundary conditions on a region, as is the case of

the Great Basin in western North America. Gravitational col-

lapse is a predominant factor in the Himalayas and the broader

zone of deformation in Southeast Asia. Negative dilatational

strain is of course associated with convergent plate boundaries.

Whereas these examples are largely related to mantle-scale

processes, on the smaller-scale, combinations of all styles of

strains can arise from inhomogeneities in the crust. For exam-

ple, kinks in a strike-slip fault can create either a compressional

fold or pull-apart basins.

Clearly, all these processes can be and have been studied

with nongeodetic techniques and geodesy should be consid-

ered as just one tool that can be brought to bear. Broadly

speaking, what geodesy brings to the table are the following

two basic advantages:

• Geodesy can provide a seamless, consistent map of strain

rates spanning a broad range of distance scales, ranging

from seismogenic thickness (�15 km) to the global scale

(�10000 km). As such,

o geodesy can provide a spatial framework within which

other types of geophysical evidence can be better

interpreted,

o geodesy can indicate to what extent strain can be attrib-

uted to broader mantle-scale processes versus more

localized crustal-scale structures,

o a geodetic map of strain rate can provide boundary

conditions for a study area within which more detailed

fieldwork can be preformed and understood in the

broader context.

• Geodesy can provide a seamless, consistent characterization

of changes in strain- rates over the timescales of seconds to

decades. As such,

o geodesy clearly represents what is happening today

(differences with other techniques may point to tempo-

ral evolution in recent geologic time),

o geodesy is an appropriate tool to study all phases of the

earthquake cycle (the topic of the next section), ranging

from coseismic rupture, through postseismic relaxation,

to steady-state interseismic strain accumulation.
3.11.3.5 The Earthquake Cycle

As pointed out in the previous section, geodesy can be used to

investigate motions of the Earth’s surface on timescales of
(2015), vol. 3, pp. 307-338 
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seconds to decades and so is an appropriate tool to study all

phases of the earthquake cycle (Hammond, 2005).

Figure 11 schematically illustrates the expected characteris-

tics of geodetic position time series as a function of time and

distance from a fault through the earthquake cycle. In this

specific example, the fault is strike-slip with two stations on

either side of the fault located at equal distance normal to the

fault strike (Figure 12). ‘Displacement’ is defined as the relative

position of the two stations in the direction parallel to the

strike of the fault. Each curve represents a different distance
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Figure 11 Schematic illustration of the effect of the earthquake cycle on
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from the fault (i.e., half the distance between stations). For

purposes of illustration, the plot is not to scale. The plot shows

the time of characteristic earthquakes EQ1 and EQ2, which are

of the largest magnitude that can typically occur on this par-

ticular fault, such that smaller earthquakes produce displace-

ments so small that they can be neglected for purposes of

illustrating the earthquake cycle. Thus, EQ1 and EQ2 represent

the start and end of an earthquake cycle. The size of these

earthquakes (MW�7) is sufficient that they rupture from seis-

mogenic depth through to the surface, with coseismic slip

approximately constant with depth.

Case (a) at distance 100 m shows a displacement equal to

the coseismic slip on the rupture plane. In between earth-

quakes, the distance between stations is so small that no defor-

mation is detected. Hence, case (a) is effectively equivalent to a

geologic determination of coseismic fault slip. In the opposite

extreme, case (d) at 1000 km from the fault in the far field

shows no detectable coseismic displacement. (This assumes

naively that this is only active fault in the region of this

scale.) This displacement represents the far-field driving force

transmitted through the crust that ultimately causes the earth-

quakes. In a sense, the earthquake represents the crust ‘catching

up’ to where it would be if the fault were continuously sliding

as a frictionless plane. Thus, case (d) shows the same average

displacement per year as would a regression to curve (a) over a

sufficient number of earthquake cycles. Thus, case (d) also

represents (1) the slip rate at depth below the locked (seismo-

genic) portion of the crust, assuming the crust behaves per-

fectly elastically, and (2) the mean slip rate inferred by geologic

observations of recent Quaternary earthquakes over several

earthquake cycles, assuming that the activity of this fault is in

steady-state equilibrium and is not evolving in time.

Case (b) represents the strain accumulation and release

where strain rates are highest in the near field of the fault. In

this case, the coseismic displacement is slightly damped due to

the coseismic rupture being of finite depth. On the other hand,

the time series captures subsequent near-field postseismic

effects following each earthquake (Pollitz, 1997, 2003). These

processes include afterslip (creep) caused by a velocity-

hardening rheology and poroelastic relaxation in response to

coseismic change in pore pressure. Significant aftershock might
Full plate motion
at depth

Lower crust
freely slipping on
the fault and
deforming
viscoelastically

Seismogenic zone
locked to 15 km
and deforming
elastically

Full plate motion
far from fault

n Andreas Fault.
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in some cases be a contributing factor. These processes affect

GPS position time series in the days to months following the

earthquake (Kreemer et al., 2006a).

Over periods of years to decades, the strain for case (b) is

slowly released in the viscoelastic layers beneath the crust, which

will affect the time series. This occurs because at the time of the

earthquake, the crust displaces everywhere and stresses the layers

beneath. These layers react instantly as an elastic medium, but as

time increases, they start to flow viscously. As the time series ages

toward the second earthquake EQ2, most of the viscoelastic

response has decayed, and the time series becomes flat. This

represents the phase of interseismic strain accumulation. How-

ever, the slope of this part of the curve is significantly lessened

owing to transient postseismic processes earlier in the earth-

quake cycle. Thus, near-field measurements of strain alone can

significantly underestimate the seismic hazard unless this is

taken into account. This dampening phenomenon also makes

it more difficult to pinpoint the location of active faults capable

of generating large earthquakes.

Stations in case (c) are still sufficiently close that coseismic

displacements can be detected but are far enough from the

rupture that near-field relaxation does not contribute to the

time series. On the other hand, the crust in this intermediate

field responds significantly to deep viscoelastic relaxation at

the base of the crust and beyond, into the upper mantle.

Precisely how the pattern of deformations looks in the years

after a large earthquake depends on the relative effective vis-

cosity of these various layers (Hetland and Hager, 2006). Thus,

GPS networks with stations at various distances about a

recently ruptured fault can be used to probe rheology versus

depth. Note that in going from EQ1 to EQ2, the relative

velocity between the pair of stations decreases in time. Thus,

the strain rate can depend considerably on the phase of the

earthquake cycle (Dixon et al., 2003). Thus, in regions of low

strain where there are many faults that rupture infrequently

(such as the Great Basin, western United States), it is not

uncommon to observe strain rates that are almost entirely

transient in nature and can exceed interseismic strain by an

order of magnitude (Gourmelen and Amelung, 2005; Hetland

and Hager, 2003). This makes it more difficult to interpret

strain-rate maps in terms of seismic hazard, except in those

cases where the strain rates are so large that logically, they must

be dominated by interseismic strain accumulation on domi-

nant faults (Kreemer et al., 2006b). Such analysis is on the

leading edge of research and requires careful modeling of the

earthquake cycle in any given region of interest.

 

3.11.3.6 Surface Mass Loading

The Earth’s time-variable geometric shape, gravitational field,

and rotation in space are all connected by the Earth’s dynamic

response to the redistribution of near-surface mass, including

mass in the ocean, continental water, ice sheets, and atmo-

sphere. As a consequence, measurements of the Earth’s

geometric shape from GPS can be used to infer surface mass

redistribution and therefore predict changes to the gravit-

ational field and the Earth’s rotation. Thus, GPS measurements

of the Earth’s shape can be independently checked by compar-

ison with time-variable gravity as measured in space by geo-

detic satellites or residual measurements of the Earth’s rotation
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(i.e., change in the Earth’s rotation driven by change in

moment of inertia).

Surface loading therefore represents a unifying theme in

geodesy, connecting various types of geodetic measurement

and geodynamic models (Figure 8). With an assumed structure

and rheology of the Earth, it becomes possible to estimate

surface mass redistribution from the changing shape of the

Earth (Plag et al., 1996). Conversely, with a known source of

mass redistribution (e.g., inferred by gravity measurements), it

should be possible to invert the measured shape of the Earth to

solve for the Earth’s structure (and rheology, if we include the

time-variable response). That is, the ratio of the Earth’s gravi-

tational response to geometric response can be used to infer the

Earth’s structure and rheology.

Loadingmodels have traditionally used Green’s functions, as

derived by Farrell (1972) and applied in various geodetic inves-

tigations (e.g., VanDam et al., 1994). Green’s function approach

is fundamentally based on load Love number theory, in which

the Earth’s deformation response is a function of the spherical

harmonic components of the incremental gravitational potential

created by the surface load. To study the interaction between

loading dynamics and the terrestrial reference frame, it is conve-

nient to use the spherical harmonic approach (Grafarend et al.,

1997; Lambeck, 1988; Mitrovica et al., 1994) (therefore, the

conclusions must also apply to the use of Green’s functions).

The following ‘standard model’ is based on a spherically

symmetrical, radially layered, elastic Earth statically loaded by a

thin shell on the Earth’s surface. Farrell (1972) used such amodel

to deriveGreen’s functions that are nowprevalent in atmospheric

and hydrologic loading models (van Dam et al., 2001). The

preliminary reference Earth model PREM (Dziewonski and

Anderson, 1981) yields load Love numbers almost identical to

Farrell’s (Grafarend et al., 1997; Lambeck, 1988).

It is analytically convenient to decompose the Earth system

as a spherical solid Earth of radius RE, plus surface mass that is

free to redistribute in a thin surface layer (<<RE) of surface

density s(O), which is a function of geographic position O
(latitude ’ and longitude l). Let us express the total redistrib-

uted load as a spherical harmonic expansion:

s Oð Þ¼
X1
n¼1

Xn
m¼0

XS
F¼C

sFnmY
F
nm Oð Þ [25]

where Ynm
F (O) are defined in terms of associated Legendre

polynomials: Ynm
C ¼Pnm(sin f)cos ml and Ynm

S ¼Pnm(sin f)
sin ml.

The summation begins at degree n¼1 assuming that mass

is conserved in the Earth system. It is this initial degree-one

term that relates to the origin of the reference frame. It can be

shown (Bomford, 1971) that, for a rigid Earth, such a thin-

shell model produces the following incremental gravitational

potential at the Earth’s surface, which we call the ‘load

potential’:

V Oð Þ¼
X
n

Vn Oð Þ

¼ 4pRE
3g

ME

X
n

X
m

X
F

sFnmY
F
nm Oð Þ

2nþ1ð Þ
[26]

where g is acceleration due to gravity at the Earth’s surface and

ME is the mass of the Earth. This load potential results in a
(2015), vol. 3, pp. 307-338 
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displacement of the geoid called the ‘equilibrium tide.’ As shall

be addressed later, the load deforms the solid Earth and, in

doing so, creates an additional potential.

According to load Love number theory, solutions for sur-

face displacements Dsh(O) in the local height direction and

Dsl(O) in any lateral direction specified by unit vector l̂ Oð Þ are
given by (Lambeck, 1988)

Dsh Oð Þ¼
X
n

h0nVn Oð Þ=g

Dsl Oð Þ¼
X
n

l0n l̂ Oð Þ:∇Vn Oð Þ=g [27]

and the additional potential caused by the resulting deforma-

tion is

DV Oð Þ¼
X
n

k0nVn Oð Þ [28]

where hn
0 , ln0 , and kn

0 are degree-n load Love numbers, with the

prime distinguishing Love numbers used in loading theory

from those used in tidal theory. The surface gradient operator

is defined as ∇¼ ŵ@’þ l̂ 1=cos’ð Þ@l, where f̂ and l̂ are unit

vectors pointing northward and eastward, respectively.

The net loading potential (load plus additional potential)

relative to Eulerian observer (the ‘space potential’ as observed

on a geocentric reference surface) is

U Oð Þ¼V Oð ÞþDV Oð Þ
¼
X
n

1þk0n
� �

Vn Oð Þ [29]

The net loading potential relative to Lagrangian observer

(the ‘body potential’ as observed on the deforming Earth’s

surface) must also account for the lowering of the Earth’s

surface due to loading. From eqns [5] and [3], the body poten-

tial is

U0 Oð Þ¼U Oð Þ� gDsh Oð Þ
¼
X
n

1þk0n�h0n
� �

Vn Oð Þ [30]

Therefore, the ‘space’ and ‘body’ combinations of load Love

number, (1þkn
0
) and (1þkn

0 �hn
0
), are relevant to computing

gravity acting on Earth-orbiting satellites and Earth-fixed

instruments, respectively.

Solutions for surface deformations of the thin-shell loading

model are found by substituting [2] into [3] and [5]:

Dsh Oð Þ¼ 4pRE
3

ME

X
n

X
m

X
F

h0n
2nþ1

sFnmY
F
nm Oð Þ

Dsl Oð Þl ¼ 4pRE
3

ME

X
n

X
m

X
F

l0n
2nþ1

sFnm l̂:∇Y
F
nm Oð Þ

U Oð Þ¼ 4pRE
3

ME

X
n

X
m

X
F

1þk0n
2nþ1

sFnmY
F
nm Oð Þ [31]

Thus, GPS data on station coordinate variations around the

globe can be used to invert eqn [7] for the surface mass coef-

ficients (up to some degree and order n) and hence the surface

mass field by substitution into eqn [1] (Blewitt and Clarke,

2003). Truncation of the expansion is of course necessary due

to the discrete and finite coverage of GPS data, especially

considering the sparsity of data in certain areas such as over

the ocean. This implies that the surface mass field will be
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smoothed. Nevertheless, the long-wavelength information

from geodesy is in principle useful to constrain the

continental-scale integral of basin-scale hydrologic models.

While it is in widespread use, the previously mentioned

standard loading model might be improved by incorporating

the Earth’s ellipticity (Wahr, 1981), mantle heterogeneity

(Dziewonski et al., 1977; Plag et al., 1996; Su et al., 1994;

van Dam et al., 1994), and Maxwell rheology (Lambeck,

1988; Mitrovica et al., 1994; Peltier, 1974). There is no con-

sensus model to replace PREM yet; however, the general

approach to reference frame considerations described here

would be applicable to improved models.

To date, surface mass loading has primarily been investi-

gated by gravimetric methods (e.g., GRACE and SLR, see else-

where in this volume), and the application of geometric

measurements from GPS is still in its infancy. The most prom-

ising application of GPS in this respect is to the lower-degree

harmonic components of the global surface mass field, to

which satellite missions such as GRACE are least sensitive.
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